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Introduction
 Target speaker extraction (TSE) using direction of 

arrival (DOA) has a wide range of applications. Due 
to the inherent phase uncertainty, existing TSE 
methods often suffer from speaker confusion within 
specific frequency bands. Imprecise DOA clues can 
also deteriorate the TSE performance.

 In this work, we propose several new multichannel 
spatiotemporal features. The narrow-band Conformer 
[1] model is applied in combination with the designed 
features for TSE. We apply knowledge distillation to 
improve the  model  robustness  agains t  DOA 
mismatches.

Conclusion
 The combination of CDF(6-fold)+IPD+SDF(6-fold)+∆STFT 

achieves the best performance.
 The application of knowledge distillation shows a more clear 

superiority over other methods in the existence of large DOA 
mis-matches.

 The proposed spatiotemporal features are compatible with the 
existing IPD and CDF.

Multichannel Spatiotemporal Features 
 Target-dependent Phase Difference (TPD) & Cosine 

directional function (CDF) [2]:
 TPD�1,�2(�) =

2��
2�(�−1)��������������

 CDF�1,�2(�, �) = ���(IPD�1,�2(�, �) − TPD�1,�2(�))

 Sine directional function (SDF):
        SDF�1,�2(�, �) = ���(IPD�1,�2(�, �) − TPD�1,�2(�))
 ∆Short-Time Fourier Transform(STFT):

 ∆STFT�1,�2 = ��1(�, �) − ��2(�, �)
 Spatial Correlation(SC):

 SC�1,�2(�, �) = ��1(�, �) ∗ ��2
∗ (�, �)

 Normalized Spatial Correlation (NSC):

NSC�1,�2(�, �) =
SC�1,�2(�, �)

SC�1,�1(�, �) ∗ SC�2,�2(�, �) 
 
 
 
 
 

Experiments and Results
Dataset: We consider a single interfering speaker, (i.e., I = 1), 
and employ a circular array consisting of M = 6 microphone with 
a radius of 5 cm. The dataset configuration keeps fully the same 
as the fixed microphone geometry used for FaSNet-TAC [3].
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 Figure 1. The paradigm of the proposed DOA-assisted TSE model 

Visualization: Each cluster of lines denotes a distinct 
speaker, and we can theoretically prove that each line 
corresponds to a specific frequency bin, where the 
frequency-dependent slope is related to the time 
difference of arrival (TDOA).


