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Limitation of Previous Works:

» Previous CSS approaches mostly rely on jointly training synthesis
model and context encoder using the mel-reconstruction loss.

» Without explicit constraints, is this output vector of the context
encoder sufficiently indicative of underlying context variations?
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CSS Task Definition:
Given history dialogue, the CSS

task focuses on improving the

model’s context understanding Contributi
ontribution:

» A novel conversational speech synthesis framework CONCSS

» A novel pretext task specific to CSS

» Comprehensively evaluate models on their ability to produce
context-sensitive vectors and dialogue-appropriate prosody
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CONCSS Framework Overview
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C: T—RXJLRRSEEAREHE, EFELT, WIE?
The weather was pretty good during the National Day holiday, right?
D: X407,
Yeah, it was.
C: AREHFT—XBER, ARINMEEEAE. BLUBKN, B—EE—F,
Everyone was on holiday and in a good mood seeing mountains and waters.
D: 0, 3%, XEBTKE,
Oh yes, we visited the Miyun Reservoir.
C: X&ZW, MAEHRTR, BTWLWBERLILN, LEXT.
And saw the mountains. Plus, those hawthorn trees with their red fruits were so beautiful.

A: {RAARRETIH T ?
What did you do for Mid-Autumn Festival?
B: FM=KRIE, MtT—X, EEAMRFEMERKET, AGEEMNEZERT —X.
| worked overtime one day and hung out with classmates another. The rest, | just stayed home.
A: BANPRRIN=KM, EEEREREERT/IR, AEEBRE.
We worked through Mid-Autumn, but | traveled during National Day and was so tired.
B: BEtE, SrRERARZ, AREBEE, B—WASAREMAEET.
Me too. The crowds during National Day deterred me from going out.
A ABTA, BRR BNt AIcE, RMIZEFAEEXN R, HEEAKN,

Everywhere's packed. Traveling feels more like seeing crowds than scenery.
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Fig.1. lllustration of our proposed CONtrastive-based Conversational Speech Synthesis (CONCSS).

CONCSS = VITS+Four Enhancements :

Experiments and Conclusion

Table 1. Subjective evaluation (context-appropriate prosody and naturalness) for different models.

. . . Model | GRU-based | M2CTTS | S1 S2 | S3 | S4
> Leveragmg an innovative pretext task to create context- MOS (1) | 3.3964+0.107 | 3.43840.104 | 3.528 +£0.097 | 3.708+0.108 | 3.838+0.110 | 3.967 + 0.120
dependent pseudo-labels Models | GRU-based vs. M2CTTS | M2CTTS vs. S1 | SIvs. S2 | SIvs. S3 | S2vs. S3 | S3vs. S4 | GRU-based vs. S4 | M2CTTS vs. S4
CMOS (1) | 0.200 | 0.388 | 0796 | 0983 0492 | 0325 | 1.846 | 1.788
( T ) < ( T ) Table 2. Objective evaluation metrics primarily focus on the
) ] ) ) context-sensitive prosody. The Real context type uses the cor-
> EmPIOY tr]-p]-et loss with a hard Ilegatlve Samp]-lng Stl‘ateg'y rect context for the current synthesized sentence, whereas the Fake
type randomly selects from unrelated dialogues.
— _ _ _ Method | Set | Type || Mel Loss (]) | Log FORMSE (|) | MCD ({)
( ; ; ) — { ( ) ( ) + O} —— Real 3.599 0.2949 £ 0.1192 | 5.3590
] Fake 3.683 0.3001 +0.1164 | 5.3781
— Real 3.579 0.2936 + 0.1014 | 5.3236
- Fake 3.596 0.3036 £ 0.1277 | 5.3882
» An Acoustic and Textual Context Encoder — e —
Fake 3.626 0.3203 £ 0.1093 5.4923
_ g, | Real 3.556 0.2906 £ 0.1047 | 5.2883
— ( : : ) A— Fake 3.638 03311 £0.1417 | 5.5157
g3 | Real 3.530 0.2821 £0.0960 52748
— ( ) Fake 3.715 0.3272 £0.1455 | 5.6923
’ ’ g4 | Real 3.525 0.2803 £ 0.0961 | 5.2634
Fake 3.649 0.3252 £ 0.1097 | 5.6041
1 Table 3. Subjective evaluation between different context types.
- ( T ) Model MU £ o )
Real Fake Real vs Fake
=1 GRU-based | 3.442 £ 0.111  3.388 & 0.102 0.325
eq e . . . M2CTTS 3.504 = 0.100 3.312 & 0.112 0.445
» Utilize an autoregressive prosodic modeling (APM) module S 3638 20091 3.250 L 0.116 0.49)
with a pre-trained pIOSOdiC language model S2 3.796 £0.076  3.229 = 0.101 0.529
S3 3.958 0.074 3.308 = 0.100 0.804
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