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➢ We start by extracting visual and textual features using pre-trained encoders. 

➢ Then, we create a cross-modal alignment module inspired by CLIP [3] to bridge the semantic gaps between text and video. This module uses inner modality constraints to 

refine video representations and intermodal constraints to align text and visual features.

➢ To alleviate issues posed by smooth transitions in video events, we introduce a multi-scale perception module that highlights query-related features and incorporates 

differential information between adjacent clip features.

➢ To enhance diversity in target moment durations, we utilize multi-scale convolution and graph convolution components. These components capture temporal 

dependencies at different scales and model global dependencies in the video. 

Methodology

 
  
  

 
 
  
 
  

 
 
 
  

 

 
      

 
 

 
   

     
 
  

  
  
 
  
 
  
 
 
 

  
   

  
 
 
 

  
   

  
 
 
 

                

                 

     
 
 
           

       
  

 
     

   
 

                                                                                                                                                   
 
   

  
  
 
 
   

 
 
  
 

 
  
 

 
 
  
 
  

                

                    

                     

           

     

 
 
   

      
  
   

   

 
 
 
 
    

              

              

              

 
 
     

   
  
   

 
    

   
 

 
 
 
     

  
  
   

                                 

 
  
 
   

 
 

 
       

 

 
   

     
 
  

  
 

 

   

   

Motivation

Although existing methods [1-2] for joint moment retrieval and highlight detection 

achieve impressive performance, they still face some problems.

➢ Semantic gaps across different modalities. 

➢ Smooth transitions among diverse events. 

➢ Various durations of different query-relevant moments and highlights. 

Therefore, a Cross-modal Multiscale Difference-aware Network is proposed.

Contribution

The contributions of this paper are as follows:

✓ Build a clip-text alignment module to alleviate the modal gaps.

✓ Propose a multi-scale difference perception module to fully integrate the 

differential information of adjacent clips and obtain joint representations 

through multi-scale modeling.

✓ A large number of experiments prove the effectiveness of the proposed method.

Tab.1:  Experimental results on the QVHighlights test set. The lower half of the 
table represents the introduction of audio information.

Tab.2:  Results on Charades-STA. ‘†’ denotes introducing extra audio information.

Results & Discussion

➢ Judging from the experimental results presented here, Our approach outperforms 

others.

➢ But when we directly splice audio information without alignment modeling, 

performance suffered. 

➢ In the future, we'll focus on leveraging audio's semantic information for MR and 

HD tasks, effectively.
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