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Background

Multimodal Sentiment Analysis

Experiments and results

Overall framework

1. Results on CMU-MOSI and CMU-MOSEI datasets

3.Case Study

eg. a smile coupled with a positive word is positive, while audio represents

sarcasm and ultimately leads to an opposite shift to negative.

Problems with the current mainstream approach:

⚫ RNNs only integrate unimodal information and miss interactions

between modalities;

⚫ The attention mechanism of the Transformer only explores the bi-modal

interactions;

⚫ General graphs contain only two nodes per edge.

Key challenges:

◆ Different from 2D attention, there is dimension rising in the 3D

attention generation;

◆ Based on the generated 3D attention, how to integrate the

information between each 2D sequence modality

Challenge 1 → Progressive Stereoscopic Attention

2.Ablation Study

Challenge 2 → The forward propagation for

stereoscopic attention

Take TA,V as an example:

Firstly, 2D cross-modal attention[3] is generated：

Then, the 2D cross-modal attention weights are implemented to  generate 3D 

attention：

Taking the text modality as an example：

The text features are modulated by the audio

and visual information, and the modulation

factor α and β ensure the offset within a

reasonable range.


