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Motivation and Contribution Re-Occluded-Duke Benchmark
» Disentangling body part features and conducting part-to-part » Existing occluded person RelD benchmarks utilize occluded
comparison on the visible body parts Is a mainstream solution samples as queries, which will amplify the role of alleviating
for occluded person RelD. occlusion Interference and underestimate the Impact of the
- Transformer encoder-decoder model has shown powerful feature absence Issue.
capabilities In many vision tasks. However, it fails in adequately  We propose a new benchmark with non-occluded queries,
disentangling body part features with merely global supervision wherein positive holistic samples are ignored In the ranking list.

for person RelD

* Leveraging external cues such as human pose or parsing to
locate and align part features has been proven to be very
effective in occluded person RelD.

 We propose a Teacher-Student Decoder (TSD) framework to
Incorporate the human parsing information into the Transformer \ 1D ¥, _ .
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* Cross-attention machine in Standard Student Decoder (SSD) « Mask Generation to preserve model from noisy parsing results

X*® = Softmax(QK/vV D)V M = Softmax(FP'G")
. Cross-a:tentlon machine in Parsing-aware Teacher Decoder (PTD) L = Lee(FPO) + L2 (FPo) + Lo (M)

X, = Softmax(H, + QpK)V » Diversity loss to preserve model from extracting identical features
» Feature distillation loss to transfer knowledge from PTD to SSD: 1 i EP: o
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Experiment and Visualization

Table 3. Ablation study for the main components on

Table 1. Comparison with other state-of-the-art methods on OucludetDike and our benchmark:

Occluded-Duke and DukeMTMC-relD. * indicates the back- Method | Occluded-Duke | OCC NPO  NTP
: . bone is with an overlapping stride setting. T indicates it is Rank-1 mAP | mAP mAP mAP
Table 2. Comparison with other methods on our benchmark. | stednzsal Iy replacingrzhegoriginal backﬁon]; with ViT. e . LEE R BT
Method OCC NPO NTP Occluded-Duke | Duke MIMC1olD MI | 599 515 | 490 474 484
Rank-1 mAP | Rank-1 mAP | Rank-1 mAP Method Rank.l AP | Rank.l  mAP M2 | 651 543 | 546 578 48.6
VITB[I1]| 67.1 525 | 608 511 | 60.1 514 VIiTB 1] | 615 535 | 883 79 3 m %Z 2;12 ;g; 2?2 ;‘gg
FED[23] | 639 474 | 576 460 | 567  46.6 TransReID [22] | 642 557 | 89.6 80.6 ' = ——
BPBrelD« [6] | 67.8  54.1 | 615 534 | 359.0 504 BPBreIDT [6] | 66.0 56.7 | 90.2 80.8 e Ll Bk e mite
DPM[24] | 692 535 | 620 508 | 63.6 539 PFD [9] | 67.7  60.1 | 90.6 82.2
PFD[9] | 709 557 | 648 543 | 646 552 FED [23] | 68.1  56.4 | 894 78.0
Ours | 714 587 | 680 615 | 619 525 Ours | 706 573 | 902 81.7

DPM* [24] 71.4 61.8 91.0 82.6
SAP* [14] 70.0 62.2 - 3
P |9 09.5 01.8 91.2 83.2

Ours * |  74.5 62.8 90.8 82.8 Fig. 3. Visualization of attention maps. Green boxes indicate
visible predictions, while red boxes for invisible ones.

SAP*[14] | 714 57.1 65.8 354 65.4 56.6
Ours * | 73.2 61.7 68.8 62.7 64.9 57.5
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