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MusicLDM is a text-to-music generation model focusing on enhancing the novelty, namely avoiding the plagiarism in the 

training data and embracing more data diversity, of the generation results. 

The paper contains:

• A text-to-music generator based on the latent diffusion model (LDM)

• A training process with the latent mix-up strategy to increase the diversity of training data

• A comprehensive evaluation in both music generation quality, audio similarity and relevance
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