
● Objective: More natural Voice Assistant System
○ Human-human like conversational experience.
○ Chat instead of query-answer / no push-to-talk.
○ Proper backchanneling and turn-taking.

● Motivations:
○ Large language models (LLM) promise to better capture 

formal dependencies and meaning relations in language.
○ Fusion of LLM and acoustic models (AM) for dialogue 

modeling has not been extensively studied. 

● Contribution:
○ Propose a fusion framework for turn-taking and 

backchannel prediction with LLM and acoustic models.
○ A novel instruction fine-tuning method in multi-task 

manner to unlock LLM’s power rather than text encoding.
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● Joint Modeling: embedding late fusion with classifier head
● Fusion Options (Opt):
○ Opt1: load pre-trained LLM; trainable: LM, classifier
○ Opt2: load fine-tuned LLM and freeze; trainable: classifier

II. Multi-Modal Fusion

● Augment each sample 3 times with 3 instructions (Inst).
● Classifier i ’s update is only triggered by samples with Inst i, 

where i ∊ {0, 1, 2}
● Shared LLM backbone model.

III. Multi-task Instruction Fine-tuning

● Dataset: Switchboard 
○ 2438 dialogues, two speakers each, ~260hrs
○ Continuing speech/ Backchannel / Turn-taking is labeled 

by self-defined heuristics at each token end. 
○ Statistics (Cont vs Back vs Turn tokens)
■ Train: 71k (downsample) vs 56k vs 86k
■ Dev: 6k (downsample) vs 5k vs 7k
■ Test: 123k vs 2.4k vs 3.2k

● Model:

● Evaluation: Area-under-the-curve(AUC), Equal Error 
Rate(EER) for each class and in average.

IV. Experiments

● Redpajama > GPT2. It benefits more from Instruction fine-tuning.
● Turn-taking prediction benefits remarkably from fusion.
● Multi-task Instruction fine-tuning improves backchannel the most.
● Including dialogue history in instruction only improves continuing 

speech and turn-taking prediction. Backchannel is more local.

● Pos & Neg backchannel scores are pushed to the range ends.
● Backchannel relay most on syntactic context. Instruction helps.

V. Results and Discussion

Model #param Fine-tune Trainable
AM HuBERT 95M Frozen 0%

LM
GPT2 117M Full 100%

Redpajama 3B LoRA 0.4%


