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Motivation

The widespread use of pre-trained neural network models, due to the prohibitive costs and

resources required to train large models from scratch, introduces risks of embedded malicious

behaviors (e.g., backdoors or trojans) that can manipulate the model’s output in subtle but

dangerous ways.

Existing methods for detecting such malicious alterations in models often assume knowledge

about the nature of the triggers or are limited to specific network architectures and do not

scale well across different models.

Our approach utilizes tensor decomposition techniques—specifically Independent Vector

Analysis (IVA) and Parallel Factor Analysis (PARAFAC2)—to analyze network activations,

providing a scalable and architecture-independent method for detecting trojaned models

without assumptions about trigger types, thereby enhancing the security and trustworthiness

of deployed neural network models.

Problem Statement

A backdoored model F (·) arises when the training dataset D is compromised by introducing a

subset P ⊂ D, where the images are altered with specific triggers and their class labels are

maliciously changed to a target class t. This manipulation causes F (·) to classify these

poisoned inputs x ∈ P to the target class t, even though t is incorrect.

During inference, the backdoored model F (·) functions normally for clean inputs, providing

correct class outputs. However, when a triggered sample x ∈ P is presented, the model

erroneously outputs the class t, demonstrating the hidden malicious behavior embedded

during the training phase.

The goal of this method is to detect the trojan models before they are deployed in real world

applications.

Datasets

MNIST CNN Dataset: Used 450 CNN models on MNIST, half backdoored with a 4x4 pixel

white patch on ’0’s, achieving a 99.92% attack success rate.

CIFAR-10 CNN Dataset: Utilized 550 ResNet-18 models on CIFAR-10, half with a white

patch backdoor, showing a 98.89% attack success rate.

TrojAI Dataset: Used TrojAI Image Classification dataset across three architectures for

synthetic traffic data classification, including separate ’Test’ and ’Holdout’ sets to evaluate

detection methods.
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Backdoor DNN Detection Pipeline

Feature Extraction: Extract final layer activations for K DNNs and then apply Random

Projection for feature extraction.

Backdoor Detection: Apply IVA and PARAFAC2 to decompose the feature tensors,

identifying correlated source component vectors across K DNNs. Models are classified as

backdoored or clean based on the cross-correlation matrix and p-values.
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Results: Correlation Analysis

Post IVA and PARAFAC2, we compute K × K Pearson correlation matrices, then validate

these using t-tests to filter for significant correlations (p < 0.05).
Models are classified as backdoored based on significant correlations detected in the matrices,

effectively identifying most backdoored models with minimal false negatives.
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TABLE I
MEAN SILHOUETTE SCORES FOR IVA, MCCA AND PARAFAC2 USING

DATASET A

Mean Silhouette scores

IVA MCCA PARAFAC2

ResNet-50 0..81 0.78 0.87

DenseNet-121 0.74 0.71 0.82

Inception-v3 0.77 0.75 0.84

TABLE II
PERFORMANCE METRICS: PRECISION, RECALL AND ACCURACY FOR 3

ALGORITHMS: IVA, MCCA AND PARAFAC2 USING DATASET A AND B

sil

Recall Accuracy

90.91% 89.42%

84.44%

DenseNet-121: Dataset A 76.47% 81.25% 79.41%

= =

mv Rel. err Time mv Rel. err Time

11034 1.3e-7 3.9 15846 2.7e-11 5.6

21952 1.3e-7 6.2 31516 2.7e-11 8.8

15883 5.2e-8 7.1 32023 1.1e-11 1.4e1

11180 8.0e-9 4.3 17348 1.5e-11 6.6

Fig. 1. Example of a figure caption.

TABLE III
TABLE TYPE STYLES

Table Table Column Head

Head Table column subhead Subhead Subhead

copy More table copya

aSample of a Table footnote.

Figure Labels: Use 8 point Times New Roman for Figure
labels. Use words rather than symbols or abbreviations when
writing Figure axis labels to avoid confusing the reader. As an
example, write the quantity “Magnetization”, or “Magnetiza-
tion, M”, not just “M”. If including units in the label, present
them within parentheses. Do not label axes only with units. In
the example, write “Magnetization (A/m)” or “Magnetization
{A[m(1)]}”, not just “A/m”. Do not label axes with a ratio of
quantities and units. For example, write “Temperature (K)”,
not “Temperature/K”.
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Fig. 3: Correlation matrices using (a) IVA, (b) MCCA and (c) PARAFAC2 for Dataset A: ResNet-50 models. Of the 38 models
shown, first 22 are trojan and last 16 are clean models. Red boxes indicate significant correlation and one model is decided as
trojan if at least one red box exists for that model.

TABLE I: Performance metrics: Precision, Recall and Accuracy for 3 Algorithms: IVA, MCCA and PARAFAC2 using Dataset
A and B

IVA MCCA PARAFAC2

Precision Recall Accuracy Precision Recall Accuracy Precision Recall Accuracy

ResNet-50: Dataset A 0.86 0.86 0.84 0.85 0.82 0.82 0.90 0.86 0.87
ResNet-50: Dataset B 0.91 0.78 0.82 0.87 0.74 0.78 1.00 0.78 0.87
DenseNet-121: Dataset A 0.76 0.81 0.79 0.75 0.75 0.76 0.82 0.88 0.85
DenseNet-121: Dataset B 0.73 0.80 0.79 0.67 0.80 0.75 0.82 0.90 0.83
Inception-v3: Dataset A 0.73 0.73 0.78 0.64 0.82 0.74 0.75 0.82 0.81
Inception-v3: Dataset B 0.77 0.77 0.80 0.71 0.77 0.77 0.79 0.85 0.83
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Fig. 4: Caption place holder

TABLE II: Mean Silhouette scores for IVA, MCCA and
PARAFAC2 using Dataset A

Mean Silhouette scores

IVA MCCA PARAFAC2

ResNet-50 0.75 0.73 0.81
DenseNet-121 0.72 0.71 0.77
Inception-v3 0.67 0.66 0.72

D. Performance comparison with other methods

We compare the accuracy of TDTD and other methods
using accuracy, and compute confidence intervals on the
empirical accuracies using the standard equation for bino-
mial proportions, which is confidenceinterval = z ×
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Fig. 5: 2-means clustering using PARAFAC2 on ResNet50:
Dataset A. Red circles are trojan and blue circles are clean
models.

√
(accuracy × (1− accuracy))/n. n is the number of mod-

els classified as trojaned or clean, and we use z = 1.96 and
thus have 95% confidence intervals [39].

TrojAI dataset: Table III shows the accuracy of TDTD com-
pared to three state-of-the-art trojan detection methods: Neural
Cleanse (NC) [20], ABS [21], and Activation Clustering (AC)
[22]. Because PARAFAC2 produced the best results of the
three tensor decomposition methods, it is the one used for the
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Figure 1. Correlation matrices from IVA and PARAFAC2 for TrojAI I - R50 models. The first 22 are backdoored and

the last 16 are clean. Red boxes signal significant correlations; a model with any red box is flagged as backdoored.

Results: Performance Metrics

PARAFAC2 outperforms IVA across all datasets and model architectures (including MNIST,

CIFAR-10, and TrojAI I II), demonstrating superior precision, recall, and accuracy.

Results: Trojan and Clean DNN Clustering

Cluster DNN models into two distinct groups by analyzing the first two columns of the mixing

matrix A from IVA and PARAFAC2; trojan models form a dense cluster separate from clean

models, demonstrating spatial separation in feature space.

PARAFAC2 provides reliable clustering without the need for PCA, as shown by high silhouette

scores in the table, indicating strong within-cluster similarity and clear separation between

clusters.
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Results: Baseline Comparison

Our method outperforms five state-of-the-art backdoor detection methods—NC, ABS, ULP,

Activation Clustering, and K-Arm—across MNIST, CIFAR-10, and TrojAI datasets.

Our method significantly enhances efficiency, outperforming NC, ABS, ULP, and K-Arm by an

order of magnitude, by utilizing only final layer activations, and offers better accuracy than the

comparable AC method, effectively balancing speed and reliability in backdoor detection.
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