
SGT: SELF-GUIDED TRANSFORMER FOR FEW-SHOT 
SEMANTIC SEGMENTATION

This paper proposes a novel method for few-shot segmentation.
A Self-Guided Transformer (SGT) is proposed by leveraging intra-
image similarity to improve intra-object inconsistencies. The 
proposed SGT can selectively guide segmentation, emphasizing the 
regions that are easily distinguishable while adapting to the 
challenges caused by less discriminative regions within objects. 

Overview: The overall framework adopts a two-branch 
structure with a shared backbone network, where the query 
features are augmented at different scales by the SGT 
module, the features at different scales are fused by a 
feature fusion module, and the segmentation of the query 
image is finally realized by a simple classifier.
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Summary Motivation

Method

Experiments and Results

The figure above shows that the query prototype can activate more regions than 
the support prototype, but due to the inconsistency of the internal features of the 
object, the query prototype can also only activate parts of the target.

• A novel self-guided transformer module is proposed to solve the 
problem of feature differences within objects in query images, 
thereby achieving alignment between hard-to-distinguish and 
easy-to-distinguish features.

• A series of experiments are conducted to verify the effectiveness 
of the proposed method, showing that the proposed SGT can 
achieve state-of-the-art results on several FSS datasets.
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Results: As can be seen from the tables, the performance of our method on competitive with the 
state-of-the-art methods on all three backbones. Under the 1-shot setting, the average mIoU scores 
of our method in PASCAL-5i on ResNet-101 backbones are 70.5%, which outperform the state-of-
the-art method by 1.9%.

SGT: Based on the information 
provided by the affinity matrix (AM), 
SGT will first divide the query features 
according to the segmentation difficulty 
and perform different operations on 
different types of features.

Results: The ablation experiments show that all the proposed modules help to improve the 
performance of the few-shot segmentation. And our method can obtain the optimal FB-mIoU 
while using a smaller number of parameters.
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