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A Self-Guided Transformer (SGT) 1s proposed by leveraging intra-
image similarity to improve intra-object inconsistencies. The
proposed SGT can selectively guide segmentation, emphasizing the
regions that are easily distinguishable while adapting to the
challenges caused by less discriminative regions within objects.

Summary Motivation
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This paper proposes a novel method for few-shot segmentation.

* A novel self-guided transformer module 1s proposed to solve the
problem of feature differences within objects in query images,
thereby achieving alignment between hard-to-distinguish and
casy-to-distinguish features.
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The figure above shows that the query prototype can activate more regions than
the support prototype, but due to the inconsistency of the internal features of the
object, the query prototype can also only activate parts of the target.
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* A series of experiments are conducted to verify the effectiveness
of the proposed method, showing that the proposed SGT can
achieve state-of-the-art results on several FSS datasets.
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Overview: The overall framework adopts a two-branch
structure with a shared backbone network, where the query
features are augmented at different scales by the SGT
module, the features at different scales are fused by a
feature fusion module, and the segmentation of the query

| image is finally realized by a simple classifier.
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SGT: Based on the information

Fd, . provided by the aftinity matrix (AM),
SGT will first divide the query features
according to the segmentation difficulty
and perform different operations on
different types of features. J
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Experiments and Results

of our method in PASCAL-51 on ResNet-101 backbones are 70.5%, which outperform the state-of-

while using a smaller number of parameters.
the-art method by 1.9%.

Methods [-Shot 5-shot
cHIoAs Fold-0 Fold-1 Fold-2 Fold-3 | Mean | Fold-0 Fold-1 Fold-2 Fold-3 | Mean l
VOG-16 Backbone | base CA  SGTx_—1 SGT g — triloss  mloU  FB-loU
PANet [5] 423 58.0 51.1 412 | 482 | 51.8 64.6 59.8 46.5 55.7
FWB [17] 470 596 526 483 | 519 | 509 629 565 501 | 55.1 | v 66.4 78.3
PFENet21] | 369 682 544 524 | 380 | $90 601 548 529 | 590 oV 075 789
PFENet [21] , 2 , , 58. 59. 69.1 54, 52. , -
BAM [15] 64.4 71.3 67.0 586 | 653 | 67.8 73.8 72.1 64.6 | 69.6 I v v 635.6 77.6
HDMNet [14] | 64.8 714 677 564 | 651 | 681  73.1 71.8 640 | 693 | v v 69.3 80.2
SGT(Ours) 66.2 72.9 67.8 58.8 | 66.4 | 68.0 74.6 71.6 62.7 69.2 | v Ve Ve 69.6 R0.6
ResNet-30 Backbone
HSNet [20] 64.3 70.7 60.3 60.5 64.0 | 703 73.2 67.4 67.1 69.5 v v v 69.9 30.8
CyCTR [10] 65.7 71.0 59.5 507 | 64.0 | 693 73.5 63.8 63.5 67.5 |
SSP[12] 60.5 67.8 66.4 510 | 61.4 | 675 72.3 75.2 62.1 69.3
DCAMA [22] | 67.5 72.3 59.6 500 | 646 | 705 73.9 63.7 65.8 68.5 |
BAM [15] 69.2 74.7 67.8 617 | 684 | 71.8 75.7 72.0 675 | 718 =
HDMNet [14] | 71.0 754 690 621 | 694 | 713 762 713 685 | 71.8 I Backbone Methods FB-loU learnable
SGT(Ours) 701 761 692 643 | 699 | 737 775 730 663 | 72.6 I 1-shot 5-shot params
ResNet-101 Backbone
PFENet [21] | 605 694 544 550 | 60.1 | 628 704 549 576 | 614 | ASGNet [26] 60.4 67.0 10.4M
CyCTR [10] 69.3 72.7 56.5 586 | 643 | 735 74.0 58.6 60.2 66.6 BAM [1 5] 711 73 3 4 OM
HSNet [20] 673 723 620 631 | 662 | 71.8 744 670 683 | 704 ResNet-50 .
DCAMA [22] | 654 714 632 583 | 646 | 707 737 668 619 | 683 | HDMnet™ [14] 72.2 74.3 4.2M
BAM [15] 69.9 75.4 67.1 62.1 68.6 | 72.6 77.1 70.7 69.8 | 72.6
SGT(Ours) 703 766 704 648 | 705 | 732  78.0 737 662 | 72.8 : SGT(OM S) 73.1 76.5 3.9M
ReSUItS: AS can be SCCn fI‘OIn the tableS, the performance Of our methOd on COInpetitiVG Wlth the I Results: The ablation experiments ShOW that all the proposed modules help to improve the
State'Of-the-art methOdS on all three baCkboneS. Undel‘ the l-ShOt Setting, the average mIOU SCOres performance Of the few-shot Segmenta’[ion. And our method can Obtain the Optlmal FB_mI()U
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