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Introduction

Motivation:

1. Most of existing methods overlook the mutual influence and facilitation between the channel and spatial aspects.

2. The feed-forward network (FFN) used in the Transformer architecture during the feature extraction process hinders 

the feature representation ability due to the presence of redundant information within the channels and ignores spatial 

information modeling.

Our work: We propose the Channel-Spatial Transformer (CST), which combines channel and spatial perspectives in 

self-attention to extract more reliable deep features.

Conclusion

In this paper, we propose a channel-spatial Transformer (CST) for efficient image super-Resolution. Our CST extracts channel and spatial features through the cross-interaction 

of channel attention information and spatial attention information, enabling powerful representation capabilities. Specifically, the alternating channel self-attention and spatial 

selfattention form a sequence of consecutive Channel-Spatial Transformer Blocks (CSTBs). CST models global dependencies and extracts alternatively fused features from the 

channel and spatial dimensions through these CSTBs. Additionally, CST includes the Channel-Spatial Feed-Forward Network (CSFN) to enhance each CSTB and facilitate 

more effective interaction between channel and spatial information. Extensive experiments demonstrate that CST outperforms previous methods in terms of computational cost 

and performance.
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