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Key Findings

“*SSUM Models today use a single reference summary for “*ChatGPT can generate synthetic references by paraphrasing
training and evaluation, but there exists a distribution of ex1isting references or generating extractive summaries from
multiple valid summaries given an audio recording. source transcripts based on extensive evaluation

“*Human annotation to cover the distribution is costly. “*E2E models trained with synthetic references outperform

< This paper those trained with a single reference and produce more

- 1ver mmaries.
- Presents AugSumm — a method to automatically generate diverse summaries

and use multiple references in training and evaluation ** Combination of multi-style training and pre-train fine-tune
leads to best performance on evaluation sets

- Proposes different methods to incorporate generated
augmentation summaries into training and testing

Overall Framework

1. ldentity sources of variations in summarization 3. Use synthetic references to train models
- Summary structure given semantic concepts | Multi-style +
Multi-style training Pre-train fine-tune pre-train fine-tune

(Paraphrase AugSumm) — paraphrase existing references

Synthetic Summaries Pre-train Synthetic, Pre-train Synthetic and
only Fine-tune Real Real, Fine-tune Real

- Semantic concepts within the summary
(Direct AugSumm) — obtain extractive summaries from

. Pre-train Real, Pre-train Real. Fine-
SOUICC transcrlpt Real Summaries only Fine-tune Synthetic £ traHSlynize,ticme AL

2. Generate synthetic references by prompting ChatGPT Real + Synthetic

Summaries

- Paraphrase AugSumm

"  You are here to paraphrase a given summary in the same style as the provided input.
Please make sure that the summary has between 40 to 60 words. Also please include

these words in the summary: {important keys}. given summary: 0:0 Va]idate on HOWZ (ZOOOh ()f instructi()nal VidGOS) using
- Direct AugSumm UniEval, BERTScore, and human preference evaluation
= You are here to create an extractive summary from the transcript. An extractive ,:, Attention b ase d enco der_ decoder Wlth Fourier-b ased
summary uses words from the input to convey the important portions of the video. . . .
Please make sure that the summary has between 40 and 60 words. Respond with only Self-attentl()ns fOI‘ 43 -dlm fbank-pltCh features

the extractive summary for: {transcription}. transcription:

Synthetic Data Quality Evaluation

NG

“* Paraphrase AugSumm “*Multi-style Training

- Multi-style training improves UniEval (coherence, consistency, fluency and
relevance), but not lexical metrics like ROUGE-L over the baselines

100.0

- Synthetic data 1s better on semantic metrics

- Human evaluation with 20 annotators, 15 questions to evaluate
preference for synthetic versus real references
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- Most humans prefer synthetic over the existing reference

120

94.89 7 o o

86.04 8376 o913 AL 93.77 **Pre-train Fine-tune

81.11 80.1 82.65 82.65
80 . o . . .

65.33 - Pre-train on Synthetic Fine-tune on Real improves all metrics on real and
60 51.67 . -
synthetic test sets over the baseline.
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GT Trranscript Evaluation ROUGE-L UniEval Average

NG

‘0’ Dil‘ECt Augsumm GT AugSumm-Paraphrase

Real Baseline Synthetic Baseline Synthetic -> Real Real -> Synthetic
&

. . . X 1 SHNe + _ o _ .
. Better on both lexical and semantic metrics Multi-style Training + Pre-train fine-tune paradigm

120

- Pre-training with Real+Synthetic and fine-tuning on real produces the best

97 93.04
92.57

0 81 11 201 913 85.09 ROUGE on real and synthetic test sets, with improvement in UniEval.
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