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Three shortcomings of existing methods: 

1) Directly transform the original network into community membership; 

2) Only pay attention to the topology of the network and ignore its node attributes; 

3) Hard to learn the global structure information necessary for community detection.

BACKGROUND

PROPOSED METHOD: CDNMF

CONCLUSIONS AND FUTURE DIRECTIONS 

⚫ We introduce the idea of contrastive learning (CL) into the nonnegative matrix 

factorization (NMF) for community detection (CD) for the first time, solving the problems 

of the existing work. The two modules are mutually reinforcing and naturally coupled.

⚫ Different matrix factorization methods (such as ONMF, BNMF, DANMF, etc.) and other 

contrastive learning algorithms (such as MVGRL, GRACE, etc.) could be explored to 

further derive more community detection algorithms under the CDNMF framework.

EXPERIMENTS

① Excellent community detection results

② High running efficiency and fast convergence

③ Necessity of contrastive schema
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Total objective function of Our CDNMF:

Key: fusing information about network topology (A) and node attributes (X) in the framework 

of NMF using the idea of contrastive learning

① DNMF Layer

1.1) Decompose the adjacency matrix A of the graph

1.1.1) Reconstruction loss

1.1.2) Nonnegative penalty loss

1.2) Similarly decompose the attribute matrix X of the graph

② Debiased Negative Sampling Layer

Constructing community-level discrimination based on the interpretable results 𝑉𝑝 from DNMF.
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CONTRASTIVE DEEP NONNEGATIVE MATRIX FACTORIZATION FOR 
COMMUNITY DETECTION
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③ Graph Contrastive Learning Layer

For each node, we have

Consistent with the community semantics implied by graph topology and node attributes, and 

constructs embedding spaces with significant community structure.


