DYNAMIC SPEECH EMOTION RECOGNITION
USING A CONDITIONAL NEURAL PROCESS
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Background: Conditional Neural Process: MSP-Podcast Corpus (Segments)

= Speech emotion recognition (SER) = Conditional stochastic process that conditions = Used to train the SER model that
= Often predict one emotional value predictions on observations predicts the observation pseudo-labels

for a short Speaking turn = An observation is a time_step chosen to represent Speech sentences obtained from
the full series publicly available audio sources

= Natural and nuanced emotions are . .
dynamic throughout time 2 e atione Annotated with single values of:
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= Dynamic speech emotion
recognition (DSER)
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B MSP-Conversation Corpus

Training ¢ >

(Conversations)

Xy ‘ Used to train the CNP main model
Audio-only conversations from podcasts
5 | 5 5 5 | in the MSP-Podcast corpus
@ @ @ @ Each conversation is annotated with

Testing emotional traces of the attributes

= Predicting a time-series: Conversation Audio
e

= Treat the SER problem as a time-
series problem

= Previous work learns a single
emotional distribution

Emotional Speech

Typical Supervised Learning

Emotional Time-Series = Step 1: Embed each observation feature-label pair b
Our Work: using a neural network

= Use conditional neural process = Step 2: Aggregate the embeddings using a L ﬂ Annotator ! 1

(CNP) models for DSER commutative operation
= Allows the model to select the = Step 3: Predict each time-step label using the

emotional distribution aggregated embedding using a neural network Emotional Traces

m ) Attribute Model #0bs. | CCCT | p7 _ :
CNP model (ground-truth labels for ST Tsor e This work proposes a DSER model

observations) Arousal CNP 20 0.766 | 0.767 . based on a CNP method
SER+CNP | 20 0.560 | 0.574

* Add Gaussian noise ~ NV (0, o) to BiLSTM 0.390 | 0.397 Prediction of CNP Model using the

: Valence CNP 35 0.802 0.803
observation labels SER+CNP 35 0474 | 0.478 Ground-Truth Observation Labels

= SER+CNP model (predicted pseudo-labels BiLSTM 0435 1 0.440
Dominance CNP 30 0.801 0.802

for observations) SER+CNP | 30 | 0445 | 0455 A WY'M u\
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384 —» 128 Prediction

| 1,024 = 512 observations) performs the best - | | o obsenons |

Positional S Encoded Mean Embedding [ e

Encoding (p;) Features (x;) (r = AVG({r,}}°)) peore s SER+CNP valence and dominance

Jhaervation 267 o 128 models perform better than BILSTM Tested our method using two types
of observation labels:

. V:/a;/LIV(IS.) 1,024 — 1,024 128 - 128 baselines
SATES Lo Observation Observation ~Predicted o/ = Ground-truth labels
1,024 > 1 Label (] 128 - 128 . Attribute (¥;) 21% Increase for valence

Embedding (7;)
» Predicted pseudo-labels
CNP Model Results: Varying Number and Precision of Observations Future Work:

Time

= |mprove SER model used to predict
the pseudo-labels
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Arousal ~ Valence o £+ f Dominance » |mprove CNP performance by using
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