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Overview
This study investigates the encoding of speech signal 

information in wav2vec 2.0 embeddings, focusing on 

phone intersections to determine how detection ouputs

reflect phonological events, and the extent to which the 

intersection reflects unique phonological data vs reflecting

characteristics of neighbouring phones.

By probing the hidden representations of the self-

supervised model, the research aims to uncover traces of 

learned articulatory features, such as manner of 

articulation (MOA) and place of articulation (POA), at a 

more granular level than phone annotations.

The methodology involves training multilayer perceptron 

(MLP) models on phone-averaged embeddings to predict 

articulatory feature presence and then applying these 

probes to unaveraged time-step embeddings, enabling a 

more detailed analysis of the model's learned 

representations.
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By providing insights into the structure of speech 

signal information learned by unsupervised 

transformer models at phone intersections, this study 

contributes to the development of more explainable 

speech processing systems and hopes to advance our 

understanding of how these models capture 

phonological events.

A custom visualisation tool, w2v2viz, 

was developed to facilitate the analysis 

and manual inspection of probe 

outputs, displaying feature probabilities 

across layers and frames in a 3D 

terrain format, allowing users to 

evaluate probe feature probabilities at 

each time-step in wav2vec 2.0 

representations.
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GITHUB:

https://github.com/erfanashams/w2v2viz
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