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Background

° |n Hyperspectral |mage Classification DDL based FormUIatlon: SynthESIS VerS|0n Uni::::;y 22 :g(z)z 22(6); :ZZ; Zjij :z;z ::iz
HSI the typical rocess involves : 2 Kappa 78 80 85 84 0.85 0.85
(HSI), yp p min _|[ Xs | X, |=D,D,D,[Zs | Z, |
manually labeling a subset of the D;,D;,D;,Z

acquired image samples to create the
training set to predict the labels for the
remaining unlabeled samples in the
testing set.
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Indian OA 70.36 73.32 77.38 75.85 81.02 78.02
Pines AA 70.95 74.07 77.91 76.30 84.32 79.42
Kappa .69 72 77 .75 0.80 0.78
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. Since manual labeling is a labor-intensive Solution via Alternating Minimization

and time-consuming task requiring min||X —D,D, DBZHi D, = X (D2D3Z)T
expert knowledge, it is desirable to Dy
nimi - : D, =(D,)' X(D,Z)’
minimize the number of samples that min{| X -D,D,D,Z| 2 = (Y 3 lﬂ
need to be manually labeled. Therefore ? 2 B i i @Y WNE Y= Y= - g = =y \
ical h | i - I ’ Mmin(|X —D,D,D,Z ‘ D3 o ( Dl D2 ) X (Z ) Fig. 1. Pictorial view of classification. Top — Indian Pines. Bottom — Pavia. Left to Right —
pra ctica YpE rSpeCt ral  1Imaging always D, 1=2=3 F AttentionNet, GANCap, DCN-T, ECR, Proposed Synthesis, and Proposed Analysis

strives for accurate classification from the
fewest possible labeled samples.
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. In this work, we aim to reach the high i ‘
classification rates of current deep (D,D,D,) D,D,D,Z, +AZ, (L +L,)
learning methods with the training data T

. ) =(D,D,D,) X
requirement of shallow learning
techniques.
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+uTrace(Z,L,2! )+7|Z, -z, 2 o
. Another unique aspect of hyperspectral - “
imaging is that the samples are spatially ‘
correlated; i.e. contiguous locations are |:(D1D2D )T D.D.D +7/I}Z + 17 (L1+L ) 0. 5 e || 5 0 e a
||ke|y to belong to the same CIaSS UnleSS 3 1=2=3 ¢ ¢ 2 . Fig. 2. Empirical Convergence. Y axis: Normalized Objective. X axis: Iteration Number
they are along the edges. = (D,D,D, )T X +Z. Variation of OA with mu: Proposed Synthesis Vraionof oA it gamma:ropose
Ob j ectives DTL based Formulation: Analysis Version o2 { e —
] 2 Sa —
min_[T,T,T,[Xs | Xy ]-[Zs 12, ]HF : .
* In this work, we propose a unified semi- ™" ’T;’Z Proxy Variables T L T B Ty ey
supervised feature learning framework 2 SR — —iontires —paiat
th;)t J0|nt|y |earns the featsres for bOth +/IZI(HTI HF R Iog det(Tl)) Z3 :TZle ) Variation of OA with mu: Proposed Analysis VariationofOA;v;;Tyi?:ma:Proposed
the labeled and unlabeled samples in g Z,=T,X il e | B

such a fashion that features are spatially
correlated via a graph structure.
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st. T,T,Z>0,T,X 20and Z >0
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. The generated features are input to a

i o ) - 2 2 . Fig. 3. Variation of Overall Accuracy (OA) with mu (i) and gamma (y)
third-party classifier for final Min HT323 - ZHF i O‘H 1,2, =25 - AHF -
cCiassSitication. Pavia
3 Indian Pines Proposed Proposed Proposed Proposed
Solution Via 2 2 University -Synthesis Analysis Synthesis Analysis
_ 7. — ° — .
. Alternating _I_ﬂ‘ 1>< ZZ BHF + ﬂ‘z (‘ I HF Iog det(Tl )) ;5)2 1(2); 87.87 86.29 77.18 76.13
*  Our work is based on the framework of e ] o i EPT R R E—
D Dicti L - DDL dD Minimization 571 206 A | | | |
eep Dictionary Learning (DDL) and Deep 2 ; _ 5 o - 8979 sser sz 7942
Tra nSfOrm Lea rning (DTL) [14] . +ﬂZTraCe (ZLI Z ) + 7/2 HZC — ZC Synthesis 89.06 88.14 80.60 78.95
i1 . F 933 365 86.15 86.45 78.83 77.68

st.Z,>20,Z,>20and Z >0

e InDDL, X is the input data, D,, D,, D, are Conclusion and References

three layers of dictionaries and Z is the
coefficient / representation.

min|T.Z, - Z[} + 2(|T.[}: ~log det(T,))

The goal of this work was to propose a technique that can
pragmatically solve hyperspectral image classification problems. It
takes into account two unique aspects of hyperspectral image
classification — 1. The total number of samples to be labeled is

- 2 2 fixed; and 2. The samples are spatially correlated. The first aspect
. In DTL, T, T, T, are three layers of rqlna ‘Tzzz _Zs —A F "'2“(‘-'-2‘ = —Iog det(Tz)) results in a semi-supervised formulation. The second aspect is
transforms and Z is the coefficient/ ; 5 ‘T ¥ _7 _glP Z(‘T ‘2 log det(T )) modeled by graph regularization.
: min — — + —10Qg de
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D,.D,,D;,Z

st.D,D,Z2>0,D,Z>0and Z >0

min|T.Z, - Z|; +a| T,Z, -2, - A; st. Z, >0
mina|| T,Z, - Z; - AL + BT, X -2,-B|.st.2,>0
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