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Background Results

» While surgical instrument localization is crucial for computer-assisted *  PWISeg outperforms state-of-the-art weakly supervised instance
surgeries, existing research mainly focuses on endoscopic settings, segmentation methods on both Surg-Inst and HOSPI-Tools datasets
neglecting the broader operating room environment where occlusion

poses significant challenges. «  Strong performance on public HOSPI-Tools dataset demonstrates

robustness
* |Instance segmentation methods could address occlusion issues, but the
high cost of obtaining pixel-level annotations necessitates weakly Method Backbone Detection Segmentation
supervised approaches that can achieve accurate results with less mAP mAPs mAP;; mAP mAPs mAP7;
labor-intensive labeling. Discobox [19] ResNet-50 62.50 90.40 73.40 13.70 36.40 8.90
BoxLevelSet [20] ResNet-50 61.20 87.90 71.20 20.70 69.40 4.80
_ _ _ BoxInst [18] ResNet-50 59.30 93.20 69.40 21.30 60.80 13.00
* The lack of high-quality, open-source datasets for occluded surgical PWISeg (Ours) ResNet-50 64.20 96.80 75.70 23.90 66.30 13.80
Instrument |Ocallzat|0n hlnders progreSS In thlS _fleld’ hlgh“ghtlng the Table 2: Performance for object detection and segmentation on the Surg-Inst dataset.
need for both new datasets and weakly supervised methods to advance
research in this area.
Method Backbone Detection Segmentation
M et h O d O I O mAP mAP5 mAP75 mAP mAP5 mAP--
Discobox [19] ResNet-50 74.20 94.60 87.90 25.30 74.10 8.80
BoxLevelSet [20] ResNet-50 72.60 94.30 80.10 28.10 80.10 10.30
« FCN-based architecture with box and mask prediction branches BoxInst [18] ResNet-50 66.00 58.20 74.90 29.10 7710 15.00
PWISeg (Ours) ResNet-50 73.20 95.20 84.40 30.60 80.50 15.80
o Supervised boXx branch training USing bounding boXx annotations Table 3: Performance for object detection and segmentation on the HOSPI-Tools dataset.
* Weakly supervised mask branch training using:
_ _ _ Loss Function Detection Segmentation
* Unsupervised projection loss: Leverages Lynj = Dice (max(w), max(t) ) + Lo I I AP AP AP~ AP AP AP~
projection relation between masks and boxes Dice (n-m.x(@;:mm) , v 51.60 84.40 57.50 15.20 53.91 9.70
’ ’ v 52.40 83.60 57.70 18.50 51.90 9.80
. A L O v 40.90 70.10 44.30 11.10 35.80 6.30
Ke_y plxgls_aSSOCIat!on loss: Dittuses labels of key N L (a)etbor Ya) 108 Play) v v 60.10 94.40 71.50 20.40 55.20 11.10
points within bounding box (1= ) 108 P(z.) - v v v 64.20 96.80 75.70 23.90 66.30 13.80

Table 4: The performance comparison on Surg-Inst dataset by using the different loss terms based on ResNet-50.

« Key-pixels distribution loss: Optimizes distribution

. Lis = |P(z,y) — P(h rﬂ,y])” K
of key-pixels heatmap 7 ot
HxW/S Q60> 1280 120=160 /8 GO= R0 /16 30=40 /32 15=20 /64 Bx]0/128 Head Shared Heads Between Feature Levels
/ / ﬁ Classification H“rlnl
r — HxW xC [nstrument
Backbone SlIIJEI"fSEd ﬁ H‘i@_ ~ classes
—_—— = - Detection = | oA \ i
Center-ness S
43 iI.'._ril ¢{:j HxW x256 _~,..ﬁ H=xW =1 artery _

Anchor-based
possibility loss

ow

HxW %256 Regression
H=W =4

FPN ¥ | ; fl ﬁ Weas
| ;P3 P4 P5 P6 P7 Supervised
¢ L ¢ ¢ ¢ egmentation

Shared
Head

Projection Loss

Head ] [ Head ‘

an
e
s
-
| S

Head

- ey

Conclusions

* Introduced Surg-Inst dataset to advance surgical instrument instance
segmentation

 PWISeg effectively leverages weak annotations to produce strong

segmentation
(b) J

* Improves accuracy of occluded instrument segmentation

« Streamlines annotation and promises improvements in automated
surgical tool recognition

Download here!

The dataset we collected.
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