
GIRAFFE: A GENETIC PROGRAMMING ALGORITHM TO BUILD DEEP LEARNING 
ENSEMBLES FOR ARRHYTMIA CLASSIFICATION

Background and Objectives
Cardiovascular diseases (CVDs) remain one of the leading causes of death worldwide. Cardiac arrhythmia, characterized by an irregular heartbeat, is one of  the most 
frequently diagnosed CVDs. Electrocardiography is a standard tool to examine the heartbeat and diagnose arrhythmia. In this work we aim to produce genetic-
programming based classification ensembles of deep learning models for accurate and robust arrhythmia classification from paper ECG scans.

Results and Conclusions

Figure 1: Example of computational tree (an evolved ensemble), 
together with values of all nodes and the outcomes of 

evaluation process.

Materials and Methods

In this study, we use the Guangzhou Heart Study dataset [1] containing 1172 
paper 12-lead ECG scans. The dataset is split into non-overlapping training 
and test subsets (1000 and 172 cases) with 80% and 78% of patients 
presenting healthy signals, respectively. Details are visible in Table 1. 
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Table 1: Characteristics of the Training (T) and  test (Ψ) subsets of the 
Guangzhou Heart Study dataset utilized in this study
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Evolution process
The evolution process is shown in Figure 2. The model population, at first 
composed of single node base learner trees is evolved over g generations. 
New individuals are created by means of crossover (mixing of two tree 
structures) and pointwise mutations. Figure 1 shows example of 
computational tree and presents the evaluation process.
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Figure 2: Illustration of the GIRAFFE’s evolution process 

Based on experimental results we conclude that:
• GIRAFFE performs model selection and finds relevant base learners. Five out of 56 models 

were selected (9%). (Figure 3)
• GIRAFFE emphasizes the most important models. Some models may be included multiple 

times in the calculation, emphasizing their importance. M2 was selected twice. (Figure 5)
• GIRAFFE outperforms alternative ensembling techniques. Compared to other techniques 

like voting, averaging, stacking and random selection GIRAFFE obtained the most balanced 
and highest results across multiple classification metrics. (Table 2)

• Models closer to the root typically have the greatest influence on the final prediction, 
which can lead to a scenario where a single base learner makes the final decision. (Figure 4)
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Table 2: Comparison of GIRAFFE generated ensembles to alternative ensembling methods, random selection and base models. 
Set-wide best metricsare boldfaced, whereas the second best are underlined.

Genetic programming algorithm
GIRAFFE benefits from mechanisms of genetic programming (GP) to evolve 
architecture, content and fusion scheme of the ensemble classifiers. Each 
tree (ensemble) is composed of two types of nodes.
• Operation nodes (ON), representing any reduction operation, including 

the calculation of mean, minimum and maximum of inputted numerical 
values.

• Value nodes (VN), storing the base models (one model in each VN), 
alongside the tree evaluations at the node level

Base learners
We have utilized several deep learning architectures to promote diversity in base 
learners. The architectures include Resnet[2], GoogLeNet[3] and InceptionV3[4].

Figure 3: Architectures utilized as base learners. Figure shows GoogLeNet[3] 
(yellow), Inception modules[4] (green) and Resnet Blocks[2] (purple).

Figure 4: Examples of Ψ images, where the ensemble evolved by GIRAFFE provided: the correct prediction 
(all other Top-1 models delivered incorrect prediction) - left, and the incorrect prediction (predicting 

patient of arrhythmia instead of the healthy patient), with four its base models (apart from M1) delivering 
the correct one - right.
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Figure 5: The (a) best ensemble classifier evolved using GIRAFFE, together with 
the (b) details of its base classifiers and exploited operations. The VNs and ONs 

are rendered in gray and white.
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