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Deep Metric Learning
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e Learning a non-linear projection to a
new space o
e Minimizing distance between
semantically similar samples
e Maximizing the distance between
dissimilar samples
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Adversarial
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N _ . Figure: T-SNE of natural and adversarial embeddings
e Vulnerability to human-imperceptible for a sample data from CUB200-2011 dataset. It
perturbations (Adversarial Attacks) [1] illustrates that adversarial samples move away from

their natural counterparts, while reducing the distance
between the adversarial and natural samples from
different categories

[1] Szegedy, C., W. Zaremba, I. Sutskever, J. Bruna, D. Erhan, I. Goodfellow and R. Fergus, “Intriguing properties of neural networks”, ArXiv:1312.6199 [cs], 2013.
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Adversarial Attacks
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Adversarial Defenses in DML Literature

Backbone CNN \

Adversarial training from scratch: image 1
" N 3 ﬁwss[;rr%cﬁms

e.g. ResNet-50

\ Figure: Backbone architecture with DML loss functions/

Triplet Loss Adversarial (TLA) [2] Anti-Collapse Triplet (ACT) [3]
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Figure: lllustration of triplet loss for TLA. DN =G
o PGD attack to cross-entropy loss Before After After
attack attack attack

o Regqularizing cross-entropy with

. Figure: Misleading gradients in arbitrary attacks vs. gradient
triplet loss ? 09 Y ?

direction of Anti-Collapse Triplet (ACT).

[2] Mao, C., Z. Zhong, J. Yang, C. Vondrick and B. Ray, “Metric learning for adversarial robustness”, Proceedings of the 33rd International Conference on Neural Information Processing
Systems, Vancouver, Canada, pp. 480-491, 2019.

[3] Zhou, M., L. Wang, Z. Niu, Q. Zhang, N. Zheng and G. Hua, “Adversarial attack and defense in deep ranking”, ArXiv:2106.03614 [cs], 2021.
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Adversarial Defenses in DML Literature

Backbone CNN P \

/Adversarial training via B

fine-tuning of pretrained networks: ‘ \ "
K Figure: Backbone architecture with DML loss functions/

Robust deep metric learning Adversarial Deep Metric
via fine-tuning [4] Learning (ADML) [5]
o PGD attack to contrastive o PGD attack to alignment loss
and triplet loss o Training with alignment &
« Training with contrastive and uniformity loss

triplet loss

[4] Panum, T. K., Z. Wang, P. Kan, E. Fernandes and S. Jha, “Exploring adversarial robustness of deep metric learning”, ArXiv:2102.07265 [cs], 2021.
[5] Wu, Y. and H. Huang, “Understanding Metric Learning on Unit Hyper-sphere and Generating Better Examples for Adversarial Training”, 2022,

eview.net/forum?id=DkeCKkhLIVGZ
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Proposed Method

Contributions in this study:

o A lightweight, robust metric learning (RML) approach without

generating adversarial samples during training

Reduced training complexity and time

Maintained SOTA performance on the natural samples

Does not depend on specific architectures




Robust Metric Learning

/ Embeding Module \ RML Module, g,(x)
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Figure: Proposed robust deep metric learning model. Embeddings of natural, f(x; 6) € RY,
and adversarial images, f(x’; 8) e R%, are extracted using embedding module.
The embedding module is frozen, while the metric learning module is training. The outputs of the
metric learning module, g(f(x; 6);¢) € R%, and g(fx’; 0);d) e R, are provided to related loss function.
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Method - Embedding Module

Outputs of Embedding Module: Step 2: Adversarial attack

generation:
e Embeddings of natural images Require: Natural data: Dyus = {(x,31), (X1 )},
e Embeddings of adversarial images adversarial data: Doa, = {(xky 1) -+ , (e )}

Ensure:
for mini-batch {x;, 3}, ~ D do

Xa, Xp, Xn ¢ anchor, positive, negative images

Step 1: Fine-tuning of pre-trained O
architectures using cross-entropy Bges by By £ (ki) F (%p36)  f (303 6)
loss with only natural samples. (| e = e+ s (Vo i (s i 1))

8 = max(min(Xady — Xa, €), —€)
Xady = Xa + 0

end for

end for
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Embeding Module / RML Module, g,,(x) \

!

3 Clad 3 | £0)

g o | nxd nxd |3 fg=t b1 B

3 g g E ] Lear

& 1
9 Jx) “ 0T
5 —>3| —>
nxd nxd JE-a==- B

- -

Figure: Proposed robust deep metric learning model. Embeddings of natural, f(x; 6) € RY,
and adversarial images, f(x’; 8) e R%, are extracted using embedding module.
The embedding module is frozen, while the metric learning module is training. The outputs of the
metric learning module, g(f(x; 6);¢) € R%, and g(fx’; 0);d) e R, are provided to related loss function.
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Robust Metric Learning (RML)

Require: Natural data: Dya = {(x1,%1), -+, (XN, Yn)},
adversarial data: D,q,,
data embeddings: h

Ensure:
Fine-tuning: f < FinetuneResNet (Dya)
Adversarial attack generation: D,qy ¢~ PGDAttack (f (Dnat,8))
Embedding module: hy,, hogy ¢ GetEmbedding (Dyag, Dady)

/I‘riplet sampling: anchor: h,qy, positive: hy, negative: hy,
fort=1,..,Tdo
for mini-batch {x;,:}!-, ~ D do
model update:
b6 LT, Vol (0 (Ba 6), 0 (8:9) 0 (0 6))

\ end for

end for

Figure: Adversarial Metric Learning Framework.
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Robust Metric Learning (RML)

RML .
LContrastive (hadw hcompv ¢)

=2 2L [ (= V) 2D(g(Rhars §), GChbomp: ®))2 + Y 5 (m — D(g(hlyi B). 9 (hlomp; $))?)]

L?%zl;let (haav, hp' hy; @)

=~ TILA[D (g(hbaws §), 9(hb; $)) = D(g(hia; b), g(hk; $)) +m]

Lg#;ular (hadw hp; hni ¢>)

fadv,p,n =4 tan*a(g (hadv5 ®), g(hp; (]5)) Tg(hy; @) — 2(1 + tan’a) g (hadv; )T g(hp; ¢))

L:Loss function ¢: Network parameters
hcomp: Comparison embedding 9(): RML model

haay ¢ Adversarial anchor embedding m :Pre-determined margin
hp: Natural positive embedding Y: Positive/negative label

hy,: Natural negative embedding a: Target angle
D:Distance
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Experiments: Datasets

CuUB200-2011 [6]
consists of 200 bird classes with 11,788 images in total. While training
data contains the first 100 classes with 5,864 images, the test set has
the other 100 classes with 5,924 images.

Figure: CUB200-2011.

CARS196 [7]
includes 16,185 car images from 196 different classes. While the train set
has the first 98 types of cars with 8,144 images, the test set includes the last
98 classes with 8,041 images.

Stanford Online Products (SOP) [8]
SOP dataset has 22,634 classes with 120,053 images. It includes
- 7 2 59,551 images from 11,318 classes for training and 60,502 images
- from the remaining 11,157 classes for testing.
Figure: SOP.
[6] Wah, C., S. Branson, P. Welinder, P. Perona and S. Belongie, Caltech-ucsd birds 200, Tech. Rep. CNS-TR-2011-001, California Institute of Technology, California, CA, USA, 2011.
[7] Krause, J., M. Stark, J. Deng and L. Fei-Fei, “3d object representations for fine-grained categorization”, Prc i of the IEEE ii ional col on computer vision workshops, Sydney, Australia, pp. 554-561, 2013.

[8] Song, H. O., Y. Xiang, S. Jegelka and S. Savarese, “Deep metric learning via lifted structured feature embedding”, Proceedings of the IEEE conference on computer vision and pattern recognition, Las Vegas, NV, USA, pp. 4004-4012,
2016.
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Quantitative Results

ResNet50

CUB200-2011 CARS196 SOop
Model Dim [ NMI R@l R@2 R@4 R@3[NMI R@! R@2 R@4 R@3 [NMI R@1 R@I10 R@100 R@1000
Natural Samples
ResNet-50 [11] 2048 | 578 475 61.6 73.0 839 | 420 442 567 681 786 | 862 543  70.6 83.7 94.5
FT ResNet-50 [29] 2048 | 714 877 902 932 953 | 742 961 962 976 986 | 942 914 948 97.3 99.0
EARDML congrasiive [1] | 128 - 58.2 - - - - 72.1 - - - - 66.7 - - -
EARDML ryipeq [1] 128 - 53.4 - - - - 71.9 - - - - 64.0 - - -
RMLcongrastive 512 | 645 851 877 906 93.6 | 688 933 950 967 98.0 | 932 836 924 95.6 98.0
RML Anguar 512 | 70.1 87.0 89.6 925 949 | 565 854 874 904 936 | 913 828 875 92.4 96.7
RMLriplet 512 | 689 87.0 894 922 947 | 725 940 954 971 981 | 934 896 932 96.3 98.4
PGD-5 (¢ =0.01)
ResNet-50 [11] 2048 | 27.5 125 201 296 423 | 185 108 162 238 334 | 80.8 212 353 54.8 78.3
FT ResNet-50 [29] 2048 | 238 17.1 231 314 423 | 194 275 352 448 56.1 | 864 69.6 774 84.4 90.9
EARDML congrasiive [1] | 128 - 20.3 - - - - 35.7 - - - - 53.6 - - -
EARDML pyipq [1] 128 - 16.9 - - - - 36.2 - - - - 393 - - -
RML conrastive 512 | 279 197 264 342 453 | 275 38.1 474 572 677 | 891 717 831 88.3 93.4
RML A ngutar 512 | 240 175 234 31.0 421 | 277 158 228 323 443 | 875 617 717 85.6 93.0
RMLiplet 512 | 278 226 297 389 499 | 274 395 481 581 69.0 | 88.1 752 819 87.7 93.5

Table: Natural and adversarial performances
of robust metric learning module trained
ResNet-50 embeddings.
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Quantitative Results

ResNet18

CUB200-2011 CARS196 SOP
Model Dim [ NMI R@1 R@2 R@4 R@8 [NMI R@I R@2 R@4 R@3 [ NMI R@1 R@I0 R@100 R@1000
Natural Samples
FT ResNet-18 [29] | 512 | 66.3 851 878 912 943 | 67.2 924 940 962 978 | 93.7 899 937 97.0 98.8
RMLcontrastive 1024 | 613 823 847 886 924 | 61.7 898 920 944 965 | 93.1 884 924 95.9 98.2
RML ppgutar 1024 | 589 81.0 837 877 914 | 565 857 880 912 938 | 923 866 907 94.4 97.2
RML i 1024 | 61.0 819 845 886 92,6 | 619 895 915 941 96.1 | 930 882 923 95.8 98.2
PGD-5 (¢ =0.01)
FT ResNet-18[29] | 512 | 22.1 155 214 294 395 | 177 129 195 286 409 | 844 533 649 76.1 86.7
RMLcontrastive 1024 | 261 21.6 289 38.0 484 | 221 165 238 333 455 | 853 581 698 79.8 88.6
RML ppgutar 1024 | 226 129 179 248 343 | 179 84 129 199 292 | 827 462 578 68.7 80.8
RMLyipieq 1024 | 256 203 27.0 355 46.6 | 221 161 239 335 456 | 857 58.7 709 81.1 90.2

Bogazici University

Table: Natural and adversarial performances
of robust metric learning module trained with
ResNet-18 embeddings.
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Quantitative Results

CUB200-2011 CARS196 SOP
Models R@l NMI | R@l NMI | R@l NMI
ADML +T([33] | 11.58 253 | 254 212 | 10.7 802
ADML +A[33] | 174 29.2 | 400 26.1 | 140 804
ADML + U [33] | 15.1 279 | 331 245 | 113 803
RML 240 274 | 509 353 | 73.0 88.0

Table: Adversarial robustness of different approaches including
the proposed RML against adversarial samples synthesized by
attacking alignment loss.




Quantitative Results

Operations Required Time (minute)
FT ResNet-50 58.0
Attack Generation 12.7
Adversarial Metric Learning 2.7

Table: Training time analysis for the
proposed approach. Training time of the first
epoch is measured as 0.58 minutes, and it
is multiplied by 100 epochs for the fine-
tuning of the pre-trained ResNet-50 model
naturally. Adversarial attack generation is
completed in 12.7 minutes. Robust metric
learning is applied for 2.7 minutes.

Bogazici University

Methods Required Time (hour)
Adversarial Training 21.7
Our Approach 1.2

Table: Training time comparisons. Training
time for an epoch is calculated as 13
minutes and it is multiplied by 100 epochs
for an adversarial training.
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Qualitative Results

Figure: Top 5 nearest neighbors comparisons of
original ResNet-50 and RML embeddings in
natural and adversarial settings for CUB dataset.
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Conclusion & Future Work

Conclusion Future Work

e Adversarial samples are generated once and e Model performances can be tested
saved to be utilized in the following metric under various attack configurations.
learning module in a black-box manner. e Exploring proper data
Thus, the training time and complexity are augmentation techniques for each
reduced while improving and sometimes dataset can be the further research
preserving the state-of-the-art robustness of area to extend this study.
models.

e The proposed lightweight metric learning
module maintains natural performances
similar to original embeddings.

e The robust metric learning module is
adaptable to different deep backbone

architectures.
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