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ABSTRACT

Low-rank Deconvolution (LRD) has appeared as a new multi-
dimensional representation model that enjoys important ef-
ficiency and flexibility properties. In this work we ask our-
selves if this analytical model can compete against Deep
Learning (DL) frameworks like Deep Image Prior (DIP) or
Blind-Spot Networks (BSN) and other classical methods in
the task of signal restoration. More specifically, we pro-
pose to extend LRD with differential regularization. This
approach allows us to easily incorporate Total Variation (TV)
and integral priors to the formulation leading to considerable
performance tested on signal restoration tasks such image
denoising and video enhancement, and at the same time ben-
efiting from its small computational cost.

Index Terms— Tensors, Restoration, Total Variation, De-
noising, Enhancement

1. INTRODUCTION

The signal reconstruction problem generally relies on con-
straining the solution to be consistent with some prior knowl-
edge. Traditional imaging priors include non-negativity, spar-
sity or self-similarity among others [1–5]. More recently, the
field has strongly been influenced by Deep Learning (DL),
which offers a wide range of models to be considered as pri-
ors but mostly limited to imaging problems [6–10].

Recently, Low-rank Deconvolution (LRD) [11] has been
introduced as a new model for compressed tensor representa-
tion and completion with promising results. However, as we
show in this work, LRD lacks noise rejection abilities. To ad-
dress this issue we propose to combine LRD together with a
regularization function to solve tensor restoration problems.
More specifically, by advantaging of the DFT formulation of
LRD we propose to use this framework with implicit differen-
tial regularization in the DFT domain. This approach allows
us to easily incorporate squared Total Variation (TV) and inte-
gral regularization into consideration by just solving a linear
expression.

TV has been used as a prior in the past, alone [12] or to-
gether with other priors such Deep Image Prior (DIP) [13],
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both achieving state-of-the-art results in the task of image de-
noising. In this work we demonstrate how our combination
of LRD and TV obtains remarkable performance on image
denoising problems, benefiting also from being much lighter
computationally than some DL and other classical denoising
methods, and also extending to multi-dimensional data like
tensors. As a by-product, we also show how this method can
be used for video enhancement tasks. The main contributions
of this work are as follows:

- A novel method is proposed that extends the existing
LRD framework with a new regularization function. It
allows for tensor restoration tasks such denoising and
detail enhancement in a fully unsupervised manner.

- A theoretical analysis is performed which allows in-
corporating the regularization function into the LRD
framework by simply solving a linear expression in the
DFT domain, allowing for efficient computation.

- The proposed method outperforms most of non-supervised
state-of-the-art methods in both PSNR and execution
time on image denoising. We also show that TV regu-
larization based methods are still very competitive.

2. RELATED WORK

2.1. Image Denoising

Image denoising is a low-level computer vision topic that has
been studied for decades and still remains open. It aims to ob-
tain higher quality images from its corresponding noisy ver-
sions. Earlier approaches were based on modelling the signal
or the noise and by formulating an optimization problem that
tried to separate the two components. TV minimization [1,12]
is a typical example of these approaches.

Following this idea, different solutions appeared that re-
lied on signal decomposition in a sparse domain and filtering
out the corresponding low-energy components [2]. Then the
concept of image Non-local Self Similarity (NSS) appeared
and boosted significantly image denoising performance, a
prior assumption that is used by BM3D [3], EPLL [14] and
WNNM [15] for example. A common thing that is shared by
these classical methods in general is the fact that they are fully
unsupervised, i.e., they only require a single noisy image to



obtain its corresponding clean pair. Even so, these methods
are computationally expensive, as NSS involves fragment-
ing the input image into different patches and performing
exhaustive analysis between them.

During the last decade, many approaches based on DL
have emerged. Initially, the vast majority of the methods [16]
were based on fully supervised processes, i.e., requiring
paired clean-noise image for training. However, to obtain
such datasets that cover the whole range of noise possibilities
is impractical. To get rid of this dependency, unsupervised
methods based on DL priors such DIP [6] appeared. This
method is able to learn natural image priors from large-scale
datasets and requires only a single noisy image to obtain its
corresponding clean pair. Similarly, Noise2Fast (N2F) [7]
trains on a discrete set of clean images and does not require
any prior knowledge of the noise distribution. However, these
methods rely on solving a DL based optimization problem for
each sample, which makes them computationally expensive
too.

More recently, a new category of methods has arisen,
namely DL self-supervised. These methods do not require
paired clean-noisy images, as they are able to learn from
strictly noisy samples. Many of these approaches rely on a
Blind-Spot Network (BSN) although in general they can only
be applied under the assumption of pixel-wise independent
noise which is unrealistic for a real world scenario. To tackle
this issue, AP-BSN [8] propose asymmetric Pixel-shuffle
Downsampling (PD) factors and post-refinement processing
to make a better trade-off between noise removal and alias-
ing artifacts. SDAP [10] propose a new BSN framework in
combination with a Random Sub-samples Generation (RSG)
strategy that tries to break the pixel-wise independent noise
assumption. Similarly, SASS [9] propose a new strategy to
break such assumption by taking into account the respective
characteristics of flat and textured regions in noisy images,
and construct supervisions for them separately. However,
self-supervised methods usually still require a large number
of noisy images and in general they do not report good results
when trained with scarce data.

2.2. Detail Enhancement

The goal of detail enhancement is to improve the visual ap-
pearance of images by increasing local contrast or amplify-
ing details. Most existing techniques achieve it by modifying
a decomposed version of the image. Such decomposition is
typically achieved by filtering or optimization.

To that end, TV has been used in the past with great re-
sults [5]. Their idea is to decompose the image between two
components: texture and cartoon. Texture is modelled as
the signal which incorporates the main TV component, while
cartoon holds the rest. Following this concept, our method,
which is capable of such decomposition, eases the task of
video enhancement (detail enhancement applied to tensors).

3. LOW-RANK DECONVOLUTION WITH
DIFFERENTIAL REGULARIZATION

3.1. Notation

Let J ∈ RI1×I2×...×IN be a N -order tensor. The PARAFAC [17]
decomposition (a.k.a. CANDECOMP [18]) is defined as:

J ≈
RX

r=1

µrv
(1)
r ◦ v(2)

r ◦ . . . ◦ v(N)
r , (1)

where v
(n)
r ∈ RIn with n = {1, . . . , N} and µr ∈ R with

r = {1, . . . , R}, represent an one-order tensor and a weight
coefficient, respectively. ◦ denotes an outer product of vec-
tors. Basically, Eq. (1) is a rank-R decomposition of J by
means of a sum of R rank-1 tensors. If we group all these
vectors per mode (n), as X(n) =

�
v
(n)
1 ,v

(n)
2 , . . . ,v

(n)
R

�
, we

can define the Kruskal operator [19] as follows:

JX(1),X(2), . . . ,X(N)K =
RX

r=1

v(1)
r ◦ v(2)

r ◦ . . . ◦ v(N)
r , (2)

being the same expression as Eq. (1) with µr = 1 for ∀r, i.e.,
depicting a rank-R decomposable tensor.

For later computations, we also define a matriciza-
tion transformation to express tensors in a matrix form.
Particularly, we will use a special case of matricization
known as n-mode matricization [19, 20]. To this end, let
C = {c1, . . . , cG} = {1, . . . , n−1, n+1, . . . , N} be the col-
lection of ordered modes different than n, and Λ =

Q
t It/In

be the product of its correspondent dimensions; we can ex-
press then a tensor K in a matricized array as (n)K ∈ RIn×Λ.
Note that we represent the n-mode matricization by means of
a left super-index. The n-mode matricization is a mapping
from the indices of K to those of (n)K, defined as:


(n)K

�
in,j

= Ki1,i2,...,iN , (3)

with:

j = 1 +

GX

g=1

�
(icg − 1)

G−1Y

g′=1

Icg′
�
. (4)

With these ingredients, and defining K = JX(1), . . . ,X(N)K,
by following [19] we can obtain the n-mode matricization of
the Kruskal operator as:

(n)K = X(n)(Q(n))⊤, (5)

with:

Q(n) = X(N) ⊙ . . .⊙X(n+1) ⊙X(n−1) ⊙ . . .⊙X(1), (6)

where ⊙ denotes the Khatri-Rao product.
Finally, we can express the vectorized version of Eq. (5)

as:
vec

�
(n)K

�
=

�
Q(n) ⊗ IIn

�
vec(X(n)), (7)



where ⊗ indicates the Kronecker product, and vec(·) is a vec-
torization operator. It is worth noting that the vectorized form
of the Kruskal operator is represented by a linear expression.

3.2. Revisiting LRD

We recall the formulation of LRD [11]. Let S ∈ RI1×I2×···×IN

be a multi-dimensional signal. Our goal is to obtain a multi-
dimensional convolutional representation S ≈ P

m Dm ∗
Km, where Dm ∈ RL1×L2×···×LN acts as a dictionary,
and Km ∈ RI1×I2×···×IN , the activation map, is a low-
rank factored tensor (i.e. a Kruskal tensor). If we write
Km = JX(1)

m ,X
(2)
m , . . . ,X

(N)
m K with X

(n)
m ∈ RIn×R, we can

obtain a non-convex problem as:

argmin
{X(n)

m }

1

2







MX

m=1

Dm ∗ JX(1)
m , . . . ,X(N)

m K − S








2

2

+ Φ({X̂(n)
m }), (8)

where ∗ indicates a N -dimensional convolution and Φ({X̂(n)
m })

is a regularization term. According to [11] we propose to
solve the problem for each Kruskal factor (n) alternately.
Algorithm 1 provides with more details.

Following [11], we solve the LRD optimization problem
in a DFT domain assuming that boundary effects are neglegi-
ble (i.e. relying on the use of filters of small spatial support).
To this end, we denote by Â an arbitrary variable A in the

DFT domain. Let D̂(n)
m = diag


vec

 (n)
D̂m

��
∈ RΛIn×ΛIn

be a linear operator for computing convolution, and x̂
(n)
m =

vec(X̂
(n)
m ) ∈ RRIn be the vectorized Kruskal factor. We de-

fine Q̂(n)
m = X̂

(N)
m ⊙ · · ·⊙ X̂

(n+1)
m ⊙ X̂

(n−1)
m ⊙ · · ·⊙ X̂

(1)
m ∈

RΛ×R, as it was done in Eq. (6), with Λ defined in section 3.1.
Then, by using Eq. (7) we define:

Ŵ(n)
m = D̂(n)

m

�
Q̂(n)

m ⊗ IIn
�
, (9)

Ŵ(n) =
�
Ŵ

(n)
0 ,Ŵ

(n)
1 , . . . ,Ŵ

(n)
M

�
, (10)

x̂(n) =
�
(x̂

(n)
0 )⊤, (x̂(n)

1 )⊤, . . . , (x̂(n)
M )⊤

�⊤
, (11)

All these algebraic modifications together with ŝ(n) =

vec(
(n)

Ŝ) allow us to transform the problem (8) into (12).
And the solution will depend on the regularizer chosen
(Φ({x̂(n)

m })):

argmin
x̂(n)

1

2




Ŵ(n)x̂(n) − ŝ(n)




2

2
+ Φ({x̂(n)

m }). (12)

3.3. Differential Regularization in the DFT Domain

Following the approach by [1], a squared Total Variation and
an integral regularizer can be added to the global problem in

input : S, {Dm}Mm=1, {X(n)
0,m}N,M

n=1,m=1, R > 0

output: {X(n)
m }N,M

n=1,m=1

/* Initialize Kruskal Factors */

1 {X(n)
m } = {X(n)

0,m}
/* Main Loop, Eq. (8) */

2 while not converged do
3 for n = 1, . . . , N do
4 X(n)

m =

argmin 1
2





PM

m=1 Dm ∗ JX(1)
m , . . . ,X(N)

m K − S




2

2
+

Φ({X(n)
m })

5 end
6 end

Algorithm 1: LRD algorithm solves the LRD
problem by means of an alternated approach for ev-
ery n-mode.

the following manner:

argmin
{X(n)

m },U

1

2
∥U− S∥22 +

γ

2
∥U∥2TV +

ζ

2
∥U∥2TI +Ψ({X(n)

m }).

subject to U =

MX

m=1

Dm ∗ JX(1)
m , . . . ,X(N)

m K (13)

Where γ, ζ are parameters, and Ψ({X(n)
m }) is a regularization

term. Then, with a little algebraic manipulation, and making
use of the derivative and integral properties of the DFT, we
can present the following proposition:

Proposition 3.1. The problem presented in eq. (13) with

Ψ({X(n)
m }) = PM

m=1

PN
n=1

α
2




X(n)
m





2

2
has a solution given

by a linear expression in the DFT domain given by:
�
(Ŵ(n))HŴ(n) + γ(Θ̂(n))HΘ̂(n)

+ ζ(Ω̂(n))HΩ̂(n) + αIβ
�
x̂(n) = (Ŵ(n))H ŝ(n), (14)

where we have made use of ŝ(n), x̂(n) and Ŵ(n) defined in
section 3.2. And defining:

(Θ̂
(n)
i )T = 2πjξi ⊕ Ŵ(n) (15)

(Ω̂
(n)
i )T = (2πjξi)

−1 ⊕ Ŵ(n), (16)

Θ̂ =
�
Θ̂

(n)
0 , Θ̂

(n)
1 , . . . , Θ̂

(n)
N

�
, (17)

Ω̂ =
�
Ω̂

(n)
0 , Ω̂

(n)
1 , . . . , Ω̂

(n)
N

�
(18)

with ξi being the vector of frequencies for the i-dimension,
and ⊕ denoting element-wise product. The problem is equiv-
alent to the problem of eq. (8) with:

Φ({x(n)
m }) = γ

2




(Θ̂(n))T x̂(n)




2

2

+
ζ

2




(Ω̂(n))T x̂(n)




2

2
+Ψ({X(n)

m }). (19)



Proof. The squared total variation regularization is given by

γ

2
∥U∥2TV =

γ

2
∥∇U∥22 , (20)

where,

γ

2
∥∇U∥22 = (21)
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2

2
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By using the derivative property of the DFT transform,

F
�
∂u(n)

∂ti

�
= 2πjξi ⊕ F{u(n)}

= 2πjξi ⊕ Ŵ(n)x̂(n), (22)

with ξi and ⊕ defined in section 3.2. Together with the defi-
nition of Θ̂(n) leads us to the following expression:

F
(
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2
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m , . . . ,X(N)

m K







2
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)
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2

2
, (23)

which can be derived in the following manner (complex
derivative),

∂ γ
2




(Θ̂(n))T x̂(n)




2

2

∂(x̂(n))H
=

γ

2
(Θ̂(n))HΘ̂(n). (24)

The result above gives the solution for the derivative compo-
nent. The proof for the squared integral component follows
in the same manner and is given by:

ζ

2
∥U∥2TI = (25)

ζ

2
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By using the integration property of the DFT transform,

F
�Z

u(n) dti

�
= (2πjξi)

−1 ⊕ F{u(n)}

= (2πjξi)
−1 ⊕ Ŵ(n)x̂(n), (26)

with ξi and ⊕ defined in section 3.2. Together with the defi-
nition of Ω̂(n) leads us to the following expression:

F
(
ζ

2







MX

m=1

Dm ∗ JX(1)
m , . . . ,X(N)

m K







2
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)
=

ζ

2




(Ω̂(n))T x̂(n)




2

2
, (27)

which can be derived in the following manner (complex
derivative),

∂ ζ
2




(Ω̂(n))T x̂(n)




2

2

∂(x̂(n))H
=

ζ

2
(Ω̂(n))HΩ̂(n). (28)

The result above together with eq. (24) combined with the
solution of eq. (8), brings us to eq. (14).

3.4. Image Denoising & Detail Enhancement

The application to image denoising as a TV regularizer is
straight-forward as it only involves solving (13) with a proper
selection for γ and α, while ζ is left to 0.0. Regarding the ap-
plication to detail enhancement, let us reformulate (13) into
the following expression:

argmin
{X(n)

m },{Um}

1

2







MX

m=1

Um − S








2

2

+

MX

m=1

γm
2

∥Um∥2TV

+

MX

m=1

ζm
2

∥Um∥2TI +Ψ({X(n)
m }),

subject to Um = Dm ∗ JX(1)
m , . . . ,X(N)

m K (29)

which correspond to the same equation but with explicit sig-
nal Um reconstruction for each filter m. The idea of enhance-
ment is to solve (29) and reconstruct the enhanced signal as
Ũ =

PM
m=1 δmDm ∗ JX(1)

m , . . . ,X
(N)
m K+S with a proper set

of parameters {γm}Mm=1, {ζm}Mm=1, {δm}Mm=1 and α.

4. EXPERIMENTS

4.1. Image Denoising

In this section, we analyse the performance of LRD-TV for
image denoising problems, and we compare it to the state
of the art. To that end, we select twelve gray-scale images
from [13] resized to [256 × 256] pixels presented in Ta-
ble 1. The methods chosen to compare to our approach are
the unsupervised methods BM3D [3], EPLL [14], TV [12],
WNNM [15], DIP [6] and LRD [11], and the self-supervised
N2F [7], AP-BSN [8], SDAP [10] and SASS [9]. For all the
methods we use authors’ code and tune their parameters to
achieve the best result. For the self-supervised methods, we
train them with the SIDD-Small dataset for our specific noise
level and use it for the evaluation together with their supplied
pre-trained models, keeping the best of each for everyone
of them. We consider a range of Additive White Gaussian
Noise (AWGN) with σ = {30, 50, 70, 90} and for each we
compute the input signal quality as input PSNR (presented
in the table). All experiments are carried out in a desktop
computer using an INTEL® CORE™ i7-12700K and an
NVIDIA® GeForce™ RTX 3090 Ti.



Images 1 2 3 4 5 6 7 8 9 10 11 12
Input PSNR = 15.36 dB / σ = 30

BM3D 17.96 22.59 24.68 18.64 21.32 22.86 22.59 18.58 22.76 22.48 23.14 19.37
EPLL 20.76 24.36 24.67 21.80 24.13 23.84 22.38 20.98 24.34 22.72 24.33 20.52

TV 21.33 27.81 26.47 19.99 23.58 25.49 24.48 21.39 26.66 25.34 24.10 19.96
WNNM 21.52 29.67 28.34 23.54 26.12 28.65 26.44 24.30 26.29 24.91 24.73 25.78

DIP 25.40 24.78 23.53 18.91 19.16 20.30 20.08 13.46 18.15 18.11 19.09 16.66
N2F 20.19 17.72 19.59 17.78 15.78 16.79 17.82 15.65 13.55 10.74 18.22 16.62

AP-BSN 19.51 21.84 21.72 17.62 22.13 23.80 20.13 15.15 22.02 20.37 22.11 17.52
SDAP 15.17 17.96 10.75 16.78 16.52 13.00 15.66 16.68 17.66 17.65 14.26 16.65
SASS 17.82 15.99 18.66 15.76 18.00 19.60 17.46 11.04 17.80 16.98 18.10 13.74
LRD 16.86 15.69 18.53 16.55 17.95 18.61 18.10 13.09 18.48 17.43 18.60 16.11

LRD-TV (Ours) 21.56 25.57 23.00 20.56 24.69 25.68 23.74 20.33 25.80 24.73 24.42 22.13
Input PSNR = 12.18 dB / σ = 50

BM3D 15.69 15.32 21.00 16.57 18.47 19.68 19.44 14.28 19.20 17.53 20.35 15.51
EPLL 19.17 21.50 20.68 18.52 20.48 19.81 18.75 18.52 20.30 20.02 19.93 18.82

TV 20.41 24.23 21.30 18.17 23.41 23.80 22.25 18.86 23.48 22.69 21.32 19.45
WNNM 21.45 26.92 22.09 20.86 21.26 25.63 21.99 21.92 22.41 21.73 18.00 24.45

DIP 12.62 20.82 19.56 17.38 20.88 22.10 20.13 15.97 19.72 19.27 19.35 16.79
N2F 17.83 13.71 15.17 12.76 13.19 13.28 14.04 12.99 12.12 8.52 14.45 13.99

AP-BSN 17.53 16.42 17.11 14.69 16.23 17.67 16.08 11.13 15.81 16.35 15.23 14.65
SDAP 12.47 14.24 8.37 11.95 13.34 11.50 13.25 12.93 13.80 15.96 12.16 12.69
SASS 15.78 13.63 14.83 13.49 14.19 15.46 14.01 8.95 13.83 14.55 13.08 12.39
LRD 14.08 13.21 14.49 13.68 13.75 14.91 14.35 9.00 13.61 14.10 14.17 12.98

LRD-TV (Ours) 19.60 24.35 22.07 19.16 23.32 23.75 21.99 17.87 23.77 22.73 23.07 21.04
Input PSNR = 10.49 dB / σ = 70

BM3D 14.84 14.64 18.11 14.50 16.21 16.63 15.96 11.63 17.73 16.73 17.53 14.00
EPLL 17.32 19.37 17.92 16.82 18.97 18.46 16.38 16.90 18.04 17.30 18.62 17.65

TV 19.12 24.87 20.16 17.88 22.91 23.37 20.82 19.72 22.86 21.66 20.43 19.69
WNNM 15.02 21.82 15.51 19.06 18.65 23.50 20.91 20.78 19.11 19.46 16.49 22.99

DIP 13.19 19.74 19.39 17.08 19.47 21.16 18.41 14.16 18.31 17.52 16.87 15.40
N2F 16.47 12.13 14.03 11.11 12.28 10.90 12.05 10.76 10.96 7.35 11.76 10.88

AP-BSN 16.03 12.78 13.18 13.17 13.71 15.87 12.90 8.85 12.30 11.82 12.90 12.83
SDAP 10.36 13.37 6.94 10.58 11.15 10.50 10.13 11.39 11.16 14.44 11.22 10.41
SASS 15.08 11.48 12.01 12.22 12.49 14.17 11.61 7.66 11.32 10.94 11.68 11.39
LRD 12.53 11.02 12.91 11.92 12.25 12.79 12.13 7.96 11.81 11.62 12.01 11.00

LRD-TV (Ours) 18.27 23.46 20.98 18.42 22.28 23.13 20.58 17.43 22.75 21.90 21.99 19.84
Input PSNR = 9.49 dB / σ = 90

BM3D 14.50 13.02 17.69 13.74 15.82 16.29 15.26 11.14 16.28 13.60 15.75 12.87
EPLL 17.01 18.16 16.18 15.46 17.83 16.61 15.26 16.00 16.80 16.68 17.44 16.32

TV 18.67 22.92 20.04 16.98 22.62 18.77 20.77 17.05 21.85 21.33 20.58 18.95
WNNM 14.26 19.23 15.11 17.96 18.16 21.91 20.43 19.53 19.06 17.74 15.68 22.19

DIP 10.32 17.00 15.74 16.21 20.74 21.01 17.34 13.17 18.25 16.75 16.40 15.50
N2F 15.95 10.76 12.69 10.03 10.76 9.74 11.12 9.81 9.52 6.19 10.05 10.33

AP-BSN 15.76 11.02 10.64 11.45 11.76 13.50 11.61 7.23 10.45 11.05 10.74 10.68
SDAP 9.21 11.76 5.80 9.19 10.28 9.09 9.65 10.10 9.34 14.08 10.02 9.12
SASS 15.07 10.11 9.86 10.51 10.81 12.12 10.44 6.56 9.72 10.19 10.01 9.73
LRD 12.55 9.90 10.95 10.88 10.60 11.97 10.70 7.03 10.11 10.09 9.92 9.96

LRD-TV (Ours) 17.77 22.41 20.57 17.75 21.66 21.45 19.79 17.17 21.58 21.17 21.13 19.38

Table 1. Quantitative evaluation on image denoising. Left: From top to bottom, we display the collection of twelve images
chosen for the experiment. Right: The table reports the PSNR in dB (higher is better) using ten state-of-the-art approaches and
our method for the task of image denoising. Results are reported for different levels of input noise. Best viewed in color.

Following [11], the selection of parameters for this prob-
lem is set to {R = 3,M = 25,α = 1 · 10−16} and filters
learned on the city and fruit datasets from [21] with dictio-
nary dimensions set to Dm ∈ RL1×L2 for m = {1, . . . ,M}
with {Ln = 5}2n=1. Regarding the choice of γ, figure 3 re-

ports a sensitiviy analysis from where an optimal choice can
be made. For each method, we perform an image normaliza-
tion after the main denoising step. The results are presented in
the same table, where we have marked in blue and red color
the best and second-best achievers. We observe how LRD-
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Fig. 1. Quality of reconstruction (PSNR) vs. execution time (s). We display overall results on the whole dataset for the four
levels of input noise respectively. PSNR evolution as a function of time for a single image denoising for the chosen methods.

Fig. 2. Qualitative evaluation on RGB video enhancement. In all cases, we show five consecutive video frames. Top.
Original color frames. Bottom. Video Enhancement. As it can be seen, our method can be used to enhance details in tensors,
such video-sequences. Best viewed in color.

TV systematically outperforms all DL approaches (DIP, N2F,
AP-BSN, SDAP and SASS), performs on par with TV and is
only beaten sometimes by WNNM. Our method is within the
two best achievers in a majority of cases. Also, as stated in the
introduction, we observe how LRD without TV regularization
is not able to reject noise.

Figure 1 reports a time analysis for the single image de-
noising task in the whole dataset for the chosen methods. As
it can be seen, TV, SDAP and SASS are the most computa-
tionally efficient methods obtaining their results well below
100 ms. These are followed by LRD, LRD-TV, N2F and AP-
BSN which are able to converge below 1 s. The rest of the
methods require between 1 to 10 s to converge to a solution.

4.2. Video Enhancement

In this section we analyse the performance of LRD-TV for
video enhancement problems. We select the first 10 frames of
the color sequence Skiing ([360 × 640] pixels) of the OTB50
dataset [22]. We represent them by means of three 3-order
tensors, one for each channel. Dictionary dimensions are
chosen as Dm,c ∈ RL1×L2×L3 for m = {1, . . . ,M} and
c = {1, . . . , C}, with {Ln = 11}3n=1, M = 60 and C = 3.
We use the same data to learn the filters applying the algo-
rithm from [23]. The rest of parameters for this problem are
set to {R = 16,α = 1 · 10−16, γ = 1 · 10−3, ζ = 5 · 10−3},
and {γm = 0}30m=1, {γm = γ}60m=31 and {ζm = ζ}30m=1,
{ζm = 0}60m=31. The reconstruction parameters are: δ = 0.6,
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Fig. 3. Quality of reconstruction (PSNR) vs. γ. We display
overall results on the whole dataset for our method and the
four levels of input noise.

{δm = δ}30m=1, {δm = 0}60m=31.
Figure 2 presents the qualitative results for the first five

frames of the sequence. We can observe how in the ski slope
snow details appear improved and in the sky, clouds texture is
remarked, resulting in a visually more complex scene.

5. CONCLUSION

LRD is a powerful framework that eases the inclusion of pri-
ors to its formulation making it able to solve tensor restoration
problems. The results regarding image denoising and video
enhancement verify our claims and prove that TV regulariza-
tion can still compete against the state of the art. The method
takes advantage of being an analytical approach and does not
require an extensive training stage like most DL approaches.
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