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Quantitative evaluation on image denoising. The table reports the PSNR in dB (higher is better) using ten state-
of-the-art approaches and our method for the task of image denoising. Results are reported for different levels of input 
noise. We have marked in blue and red color the best and second-best achievers.

LRD is a framework for learning compressed 
representations for multi-dimensional data. 
Facilitating the inclusion of priors like TV, 
allowing for tensor restoration tasks at the 
same time.

Benefiting from its analytical formulation, 
the solution is very fast and does not require 
an extensive training stage.

Our results in image denoising and video 
enhancement (see paper) verify our claims.

Qualitative evaluation on image denoising. We display ground truth (GT), noisy image and recovered images for 
three chosen methods including ours for images 9, 10 and 11.

Quality of reconstruction (PSNR) vs. execution time (s). We display overall results on the whole dataset for the 
four levels of input noise respectively. PSNR evolution as a function of time for a single image denoising for the chosen 
methods.


