A. APPENDIX

A.l. Visualization for Qualitative Results of Ablation
Cases

Figure 6 presents visualizations of the ablation cases dis-
cussed in the main paper. Overall, the results show that the
absence of SEM or CEM leads to fuzzier and less clear recon-
structions, particularly in high-frequency regions. Notably,
in (c) img098 of Urban100 in Figure 6, the CEM and SEM
variants display less distinct patterns in the cement tiles com-
pared to the ESCANet-Base. For luminance reconstruction,
the proposed ESCANet-Base model outperforms the other
ablation variants, especially in its ability to reconstruct the
illuminated regions of the image.

A.2. Ablation Studies Extension

Table 3 presents the ablation cases for all five benchmark
datasets on x4 SR. Across all ablation cases, removing the
SEM or CEM layers significantly decreases performance.
For example, removing the CEM layers results in a drop of
0.89dB and 0.57dB in Set5 and Setl4, respectively. Addi-
tionally, the results show that both weight sharing and the
removal of LayerNorm layers have similarly detrimental ef-
fects on performance.

A.3. Additional Visualization with State-of-the-art Meth-
ods

Figure 7 shows additional qualitative visualizations from Ur-
ban100, comparing our ESCANet with other state-of-the-art
methods. We further examined the reconstruction of test im-
ages from Urban100. Compared to other methods, our pro-
posed model demonstrates superior reconstruction, particu-
larly in repetitive edge patterns. Specifically, in (a) img005
from Urban100, our model provides better reconstruction of
the repeating window patterns at the corners.

A.4. Explanation of Linear Complexity

X € REXWXC a5 an input tensor and @ and V' are identical
features with X, thus X = @ = V. k is the key vector
obtained by GAP over H and IV, thus involves summing over
H x W for each of the C' channels.

Or=0(HxW x () ®)

The cross-correlation coefficient Cgy, is calculated using
equation 2. The numerator term is the element-wise multi-
plication followed by a sum across channels for each spatial
location. The denominator has two terms, each involving a

sum of squared difference.

Onum = O(H x W x C)

Oden = O(H x W x C) +0O(C)

Ocp. =2XO((HxW x C))+ 0O(C)
=0O(H xW x C)

(6)

Attention weight matrix A is calculated as A = (1 —
a(Cor))™ where o(Cqy,) represents the sigmoid function ap-
plied element wise to Cgy, thus having a complexity O(H X
W). The power « is also an element-wise operation and the
complexity remains O(H x W).

Thus, the overall complexity for calculating Efficient Self-
Attention Block is:

OA = O(H X W)
Ooverait = O(H x W x C)+ O(H x W) @)
=0HxW x ()
This is linear with respect to the spatial dimensions [ and W

and the number of channels C'. Thus, our overall complexity
is O(N) or linear complexity.
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Fig. 6: Visual comparison of ESABNet and its ablation variants.
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Fig. 7: Additional visual comparisons for x4 SR on the Urban100 dataset.s Our proposed method reconstructs more details of
patterns and edges.

Table 3: Ablation study on variations of blocks for ESCANet on x4 SR Set5, Set14, B100, Urban100, and Mangal09 datasets.

Ablation Case Variations #Params [K] | #FLOPs [G] Set5 Set14 B100 Urban100 Mangal09
Base Model SEM v CEM v 354 19 32.35/0.8965 | 28.72/0.7839 | 27.65/0.7380 | 26.20/0.7871 | 30.84/0.9109
SEM X CEM v/ 233 13 31.83/0.8900 | 28.39/0.7770 | 27.43/0.7307 | 25.55/0.7658 | 29.90/0.8900
Core Blocks SEM v CEM X 147 7 31.46/0.8823 | 28.15/0.7686 | 27.29/0.7255 | 27.28/0.7253 | 29.17/0.8877
Self-Attention ESAB X 354 19 32.31/0.8959 | 28.70/0.7832 | 27.63/0.7379 | 26.16/0.7862 | 30.75/0.9100
Layer Normalization LN X 354 19 32.26/0.8956 | 28.67/0.7827 | 27.61/0.7368 | 26.11/0.7840 | 30.65/0.9088
CEM Projection Weight Sharing | Weight Sharing v/ 304 19 32.26/0.8956 | 28.64/0.7823 | 27.59/0.7367 | 26.13/0.7844 | 30.69/0.9090




