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1. ALGORITHM FOR ALTERNATELY TRAINING
STRATEGY

To ensure the stability of the training process and enhance per-
formance, we propose the ‘alternately training strategy’. Dur-
ing the training phase, we update Fy g and Fpq alternately.
The specifics of the strategy are detailed in Algorithm 1. Note
that the equations written in the algorithm are based on those
in the main paper.

Algorithm 1 Alternately Training Strategy
X: the data used in the training stage.
** Update Fy g = {EVQ7 Qvao, DVQ} w
1: Z «+ Eyg(X)
2: ZAq — QVQ(Z; CVQ)
3. X DVQ(Zq)
4: Calculate Equation 9
5: Backward to Fy ¢ & Update
ek Update FPQ = {EPQ, QPQ, DPQ} wk
1: Freeze Fyq

: Xl — FVQ(X)

(X, X - X

P L EPQ (XT)

P Zgr = QprQ(Zr)

: X, < Dpo(Zy,r)

: Calculate Equation 10

: Backward to F'pgy & Update
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2. ADDITIONAL EXPERIMENTAL RESULTS

We provide additional qualitative results for FFHQ (Figure 1)
and ImageNet (Figure 2).
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Fig. 1. Additional qualitative results for FFHQ.
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Fig. 2. Additional qualitative results for ImageNet.



