
SUPPLEMENTARY MATERIAL

This supplementary document provides a detailed ablation
study justifying the choice of hyperparameters and config-
urations for the artifact detection methods proposed in the
paper JPEG AI Image Compression Visual Artifacts: Detection
Methods and Dataset. It includes evaluations of the methods’
performance across various parameter configurations. All com-
parisons presented in this document were conducted on a test
dataset specific to each artifact type, consisting of 100 images
with and without artifacts.

The following sections describe the specific evaluations and
results for each artifact detection method. Each section high-
lights the key hyperparameters and configurations affecting the
performance of the respective method.

A. Texture-Distortion Detection

We analyzed the impact of the internal similarity metric and
kernel size used for averaging. As shown in Table I, the best
AUC score of 0.90 was achieved with the MS-SSIM metric
and a kernel size of 32, outperforming other combinations of
metrics and kernel sizes.

TABLE I
AUC RESULTS FOR TEXTURE-DISTORTION DETECTION METHOD USING

DIFFERENT INTERNAL METRICS AND KERNEL SIZES.

Internal Metric / Kernel Size 16 32 64 128 256
MS-SSIM [1] 0.88 0.90 0.89 0.88 0.85
SSIM [2] 0.89 0.88 0.86 0.86 0.84
PSNR 0.81 0.81 0.81 0.82 0.79

B. Boundary-Texture-Distortion Detection

We evaluated the influence of the kernel size used in the
average pooling operation. The results in Table II demonstrate
that the best AUC score of 0.87 was achieved with a kernel
size of 128. Based on these results, a kernel size of 128 was
selected for the boundary-texture-distortion detection method.

TABLE II
AUC RESULTS FOR BOUNDARY-TEXTURE-DISTORTION DETECTION

METHOD USING DIFFERENT KERNEL SIZES.

Kernel Size AUC
64 0.86
128 0.87
256 0.86

C. Large-Color-Distortion Detection

We evaluated the effects of kernel size and the hyperparam-
eters t1 and t2. Table III compares AUC scores for different
kernel sizes, and Table IV provides details for t1 and t2 with
the best-performing kernel size of 64.

D. Small-Color-Distortion Detection

We evaluated the metric with different kernel widths and
calculated AUC scores on the test set of images to determine
which kernel width is more suitable for detecting small color
distortions. Table V shows the AUC scores for different kernel
widths.

TABLE III
AUC RESULTS FOR LARGE-COLOR-DISTORTION DETECTION METHOD

USING DIFFERENT KERNEL SIZES.

Kernel Size AUC
32 0.84
64 0.85
128 0.84

TABLE IV
AUC RESULTS FOR LARGE-COLOR-DISTORTION DETECTION METHOD

USING DIFFERENT t1 AND t2 VALUES FOR KERNEL SIZE 64.

t2

t1 2 3 4

6 0.85 0.84 0.68
7 0.83 0.85 0.76
8 0.81 0.84 0.79
9 0.79 0.81 0.83

TABLE V
AUC RESULTS FOR SMALL-COLOR-DISTORTION DETECTION METHOD

USING DIFFERENT KERNEL WIDTHS

Kernel width AUC
3 0.64
33 0.77
59 0.78
85 0.77

E. Text-Distortion Detection

We evaluated internal similarity metrics and thresholds for
crop area and detector confidence. Table VI shows the AUC
scores for different metrics, while Table VII highlights the
effect of varying thresholds. The best AUC score of 0.90 was
achieved with FSIM, a crop area threshold of 300, and a
confidence threshold of 0.7.

TABLE VI
AUC RESULTS FOR TEXT-DISTORTION DETECTION METHOD USING

DIFFERENT INTERNAL METRICS.

Internal Metric AUC
FSIM [3] 0.90
PSNR 0.86
SSIM 0.85
VIF(P) [4] 0.60
MS-SSIM 0.52
IW-SSIM [5] 0.51
NLPD [6] 0.52

TABLE VII
AUC RESULTS FOR TEXT-DISTORTION DETECTION METHOD USING
DIFFERENT DETECTOR CONFIDENCE THRESHOLDS AND CROP AREA

THRESHOLDS.

Crop Area
Confidence 0.6 0.7 0.8

100 0.85 0.87 0.87
200 0.86 0.87 0.87
300 0.88 0.90 0.86
400 0.88 0.88 0.83
600 0.80 0.80 0.76
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