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Supplementary Material

This supplementary material provides additional information
and experimental details that were not included in the main
paper.

0.1. Dataset

We use the Facescape [1, 2] dataset for training and evalu-
ating our approach. Among all available identities, only ten
are included in the publicly accessible list. Out of them, eight
have multi-view data suitable for constructing the 3D Gaus-
sian Splatting [3] models. Six identities are used for training
and two are held out for testing. To make the face-parsing
model robust, we use a different expression for each identity.
The identities used for training and testing are summarized in
the following table:

Training Identities Expression
122 neutral
340 sadness
344 anger
393 jaw right
421 lip puckerer
527 brow lower
Testing Identities Expression
395 neutral
610 brow raiser

Table 1. Training and testing identities with corresponding
expressions.

We showcase all the training identities with few pose vari-
ations in Fig. 1. All the test identity images with their face-
parsing results from fine-tuned model using our method are
shown in Fig. 4.

0.2. Experimental setup

The multi-view images are used to generate 3DGSRGB for
each identity. These images are also processed using our
baseline face-parsing model BiSeNet [4] to produce the base-
line segmentation labels. The baseline labels, along with
3DGSRGB , are then utilized to create 3DGSSEG for each
identity.

Fig. 1. Training identities displayed with selected pose varia-
tions.

For constructing 3DGSRGB , we employ the default settings
from the 3D Gaussian Splatting implementation1. The fol-
lowing modifications are made to generate 3DGSSEG:

• Load 3DGSRGB using the start checkpoint com-
mand.

• Freeze all parameters except for color ( features dc
as seen in official repository1) by setting them as non-
trainable during initialization.

• Disable the densification step, as it is unnecessary when
optimizing only for color.

1https://github.com/graphdeco-inria/gaussian-splatting



Fig. 2. Sample segmentation masks used for fine-tuning the baseline model on key facial features.

For sampling of the images, we utilized the SuperSplat2 edi-
tor. Both 3DGSRGB and 3DGSSEG were sampled from the
following viewpoints:

x y z
0 45 0
0 25 0

180 -65 180
180 -45 180
45 40 0
45 10 0
35 -10 0
30 -30 0
40 -45 0
30 -70 0

-170 -65 180
-150 -50 180
-45 30 0
-65 5 0
-45 -30 0
-45 -90 0
135 -65 180
135 -40 180

0 -45 0

Table 2. Sampling angles (in degrees) used for 3DGSRGB

and 3DGSSEG.

The baseline model is fine-tuned over 3000 iterations with a
learning rate of 1e − 4. While fine-tuning, we only focus on
the following features: [face, eyebrows, eyes, ears, nose, lips,
neck]. These features are clearly visible in all the identities
and simplify the training set. We showcase a few of these
segmentation masks used for our training in Fig. 2.
Fig.3 compares segmentation masks from the baseline model,
3DGS, and manually refined versions. The 3DGS masks are

2https://playcanvas.com/supersplat/editor

noticeably closer to the refined masks than the baseline out-
puts, demonstrating the reduced manual effort required for
refinement.

0.3. Qualitative results

As mentioned Fig. 4 demonstrates highly precise face-parsing
results on held-out test dataset. To assess the robustness of our
fine-tuned model on an out-of-distribution dataset, we eval-
uate it using the NeRSemble [5] dataset. Fig. 5 illustrates
the improved results by our fine-tuned model which are oth-
erwise inaccurately predicted by state-of-the-art face-parsing
models.
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Fig. 3. Comparison of segmentation masks from the baseline model, 3DGS, and manually refined versions. The 3DGS masks
require minimal manual corrections—only the right eye and right eyebrow in the top row and the left eye in the bottom
row—whereas the baseline masks would need extensive refinements to match the final version. This demonstrates the re-
duced manual effort needed with our proposed method using 3DGS.

Fig. 4. Predicted segmentation masks on test images of two test subjects (top and bottom)
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Fig. 5. Qualitative comparison of face-parsing results on an out-of-distribution dataset. The left column shows source images,
the second column presents predictions from state-of-the-art models (1st and 2nd row: SegFormer [6], 3rd row: FaceXFormer
[7], 4th row: RoI Tanh-polar Transformer [8]), the third column displays results from our fine-tuned BiSeNet, and the fourth
column highlights the specific limitations in each prediction.


