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Fig. S1: Results visualize on SemanticKITTI. The regions marked with red boxes in the figure demonstrate that our method
is capable of accurately detecting and locating small objects, even in challenging scenarios such as long distance predition.

1. OVERVIEW

This document presents additional visualizations and quanti-
tative results on the SemanticKITTI dataset using our Vanish
Point Aggregator (VPA) model. In the visualization results
section, we provide an example that illustrates how our model
enhances the detection and localization of distant and small
objects. The visual results include input images, predicted
3D Semantic Scene Completion (SSC) outputs, and the cor-
responding ground truth, clearly highlighting the improved
accuracy in long-distance and small-object perception. In the
quantitative results section, our model’s performance is evalu-
ated on the validation set of the SemanticKITTI dataset, with
comparisons to several SOTA methods. This analysis demon-
strates the robustness and effectiveness of our approach in
handling challenging scenarios, ultimately improving percep-
tion for autonomous driving tasks.

2. VISUALIZATION RESULTS

In this section, we present visualizations that demonstrate the
enhanced performance of our Vanish Point Aggregator (VPA)
model in detecting small objects and improving long-distance
semantic perception. As shown in Fig. S1, the regions marked
with red boxes highlight how our method successfully detects
and localizes small objects located at long distances, even

when they are partially obscured in the 2D camera image.
These small objects, shown in the VPA (Ours) column, are
segmented with greater accuracy compared to symphonies,
which struggles with precise detection at smaller scales. This
showcases the capability of our model to effectively handle
both long-distance and small-object detection challenges that
are often problematic for traditional models.

3. QUANTITATIVE RESULTS

The results in Table S1 show that our method achieves the
highest mIoU of 15.26, surpassing all baseline methods.
Compared to Symphonies, which attains an mIoU of 14.89,
our approach improves by 0.37, demonstrating the effec-
tiveness of integrating VPQ for spatially prioritized feature
refinement.

In terms of specific categories, our method achieves the
best performance in building 22.01, car 29.03, and vegeta-
tion 25.39, indicating its robustness in capturing structured
objects and dense areas. Additionally, VPA outperforms oth-
ers in challenging categories, such as truck 19.27 and bicycle
3.55, where accurate long-range predictions are critical. For
smaller objects, such as person 4.07 and traffic sign 5.91, our
method achieves competitive performance, benefiting from
the fusion of VPQ and instance queries. Although the oc-
cupancy prediction slightly decreases compared to some pre-
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MonoScene [1] 36.86 11.08 56.52 26.72 14.27 0.46 14.09 23.26 6.98 0.61 0.45 1.48 17.89 2.81 29.64 1.86 1.20 0.00 5.84 4.14 2.25
TPVFormer∗ [2] 35.61 11.36 56.50 25.87 20.60 0.85 13.88 23.81 8.08 0.36 0.05 4.35 16.92 2.26 30.38 0.51 0.89 0.00 5.94 3.14 1.52
VoxFormer-S [3] 44.02 12.35 54.76 26.35 15.50 0.70 17.65 25.79 5.63 0.59 0.51 3.77 24.39 5.08 29.96 1.78 3.32 0.00 7.64 7.11 4.18
OccFormer [4] 36.50 13.46 58.85 26.88 19.61 0.31 14.40 25.09 25.53 0.81 1.19 8.52 19.63 3.93 32.62 2.78 2.82 0.00 5.61 4.26 2.86
NDC-Scene [5] 37.24 12.70 59.20 28.24 21.42 1.67 14.94 26.26 14.75 1.67 2.37 7.73 19.09 3.51 31.04 3.60 2.74 0.00 6.65 4.53 2.73

H2GFormer-S [6] 44.57 13.73 56.08 29.12 17.83 0.45 19.74 27.60 10.00 0.50 0.47 7.39 26.25 7.80 34.42 1.54 2.88 0.00 7.24 7.88 4.68
Symphonies [7] 41.92 14.89 56.37 27.58 15.28 0.95 21.64 28.68 20.44 2.54 2.82 13.89 25.72 6.60 30.87 3.52 2.24 0.00 8.40 9.57 5.76

VPA (Ours) 41.99 15.26 58.40 27.26 21.21 0.52 22.01 29.03 19.27 3.55 2.55 12.52 25.39 6.20 31.37 4.07 2.40 0.00 9.19 9.39 5.91

Table S1: Quantitative results on SemanticKITTI val. ∗ represents the reproduced results in [2]. The best results are in
bold. VPA demonstrates superior performance compared to all other methods, particularly in the score of small objects.

vious methods, our model achieves significantly higher accu-
racy and precision for small objects. This improvement high-
lights the advantage of leveraging VPQ to enhance semantic
understanding in critical and challenging regions. These re-
sults validate the ability of our method to effectively address
small object detection and long-range semantic predictions in
dense urban scenarios.
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