
SUPPLEMENTAL MATERIAL: IS PERTURBATION-BASED IMAGE PROTECTION
DISRUPTIVE TO IMAGE EDITING?

1. DETAILS OF MODIFIED CAPTIONS

This section provides detailed information on the modified
captions based on the Flickr8k [1] dataset. Figure 1 presents
three images, each accompanied by its original caption, a
closely-modified caption, and an extensively-modified cap-
tion. The original captions are sourced from the Flickr8k
dataset [1]. Subsequently, two modified versions were gen-
erated using Claude’s Sonnet 3.5 [2]. The closely-modified
captions are derived by replacing a few words in the original
captions while maintaining their semantic meaning. In con-
trast, the extensively-modified captions deviate significantly
and are semantically unrelated to the original captions.

Fig. 1: We provide three examples from Flickr8k [1] dataset
with their original captions, closely-modified captions, and
extensively-modified captions.

To quantify the semantic similarity between the original
captions and the generated versions, we utilized Google’s
Universal Sentence Encoder (GSE) [3]. The figures below
are the GSE-evaluated distributions. A higher GSE value
indicates greater similarity, whereas a lower value signifies
reduced similarity.

Fig. 2: The distribution of GSE similarity between the orig-
inal captions and the closely-modified captions is presented.
The mean value of the distribution is approximately 0.6, in-
dicating a significant level of semantic similarity between the
two sets of captions.

Fig. 3: The distribution of GSE similarity between the orig-
inal captions and the extensively-modified captions is pre-
sented. The mean value of the distribution is approximately
0.1, indicating minimal overlap or shared semantic content
between the two sets of captions.



2. ADDITIONAL RESULTS

In this section, we present the Percentage Change results
when transferring the style of artwork images from WikiArt [4]
to the targeted style.

Fig. 4: Impact of protection on stylization generation on Art-
work image domain. The diagram illustrates the percentage
change across five generator seeds, evaluated under two pro-
tection methods (Glaze [5] and Mist [6]) and two ITA scoring
metrics (CLIP-S [7] and PAC-S++ [8]).

3. ACTUAL CHANGE RESULTS FOR STYLIZATION
ON NATURAL SCENE IMAGES

The Actual Change results for each style are shown in Tab 1.
We analyze the frequency of cases where the Actual Change
is negative or non-negative.

ITAScore Actual Change <0 Actual Change ≥ 0

Cubism CLIP-S 6.87% 93.13%
PAC-S++ 14.87% 85.13%

Post-Impressionism CLIP-S 34.00% 66.00%
PAC-S++ 25.25% 74.75%

Impressionism CLIP-S 33.25% 66.75%
PAC-S++ 33.25% 66.75%

Surrealism CLIP-S 27.37% 72.63%
PAC-S++ 42.37% 57.63%

Baroque CLIP-S 21.75% 78.25%
PAC-S++ 31.75% 68.25%

Fauvism CLIP-S 16.75% 83.25%
PAC-S++ 40.87% 59.13%

Renaissance CLIP-S 17.25% 82.75%
PAC-S++ 32.62% 67.38%

Table 1: Actual Change results for stylization prompts that
transfer to 7 styles under different ITAScore methods. Bold
numbers are used to indicate the majority.
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