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Abstract—With the pervasive presence of massive smart devices, Internet of Things (IoT) is enabled by wireless communication technology. The devices in IoT usually have very diverse bandwidth capabilities, and thus in need of many communication standards. To facilitate communications between these heterogeneous bandwidths of devices, middlewares have often been developed. However, they are often not suitable for resource-constrained scenario due to their complexity. It leads us to ask is there a unified approach that can support the communication between the devices with heterogeneous bandwidths? In this paper, we propose the time-reversal (TR) approach to answer such a question. A novel TR-based heterogeneous system is proposed, which can address the bandwidth heterogeneity and maintain the benefit of TR at the same time. Although there is an increase in complexity, it concentrates mostly on the digital processing of the access point (AP), which can be easily handled with more powerful digital signal processor (DSP). We further conduct the theoretical analysis of the interference in the proposed system. Simulations show the bit-error-rate (BER) performance can be significantly improved with appropriate spectrum allocation. Finally, Smart Homes is chosen as an example of IoT applications to evaluate the performance of the proposed system.

Index Terms—Internet of things (IoT), bandwidth heterogeneity, Time-Reversal (TR)

I. INTRODUCTION

Ubiquitous RFID tags, sensors, actuators, mobile phones and etc. cut across many areas of modern-day living, which offers the ability to measure, infer and understand the environmental indicators. The proliferation of these devices creates the term of the Internet of Things (IoT), wherein these devices blend seamlessly with the environment around us, and the information is shared across the whole platform [1].

The notion of IoT dates back to the 1999, when it was first proposed by Ashton [2]. Even though logistic is the originally considered application, in the past decade, the coverage of IoT has been extended to a wide range of applications including healthcare, utilities, transport, etc. [3]. Thanks to the significant maturity and market size of wireless communication technologies such as ZigBee, Bluetooth, Wi-Fi, and near-field communication (NFC), IoT is on the path of transforming the current static Internet into a fully integrated future Internet [4]. Due to its high impact on several aspects of everyday life and behavior of the potential users [5], IoT is listed as one of six “Disruptive Civil Technologies” by the US National Intelligence Council with potential impacts on US national power [6].

Considering the massive amount of devices and various application scenarios in the IoT, the devices within the IoT are highly heterogeneous. From the perspective of communication, one of the significant heterogeneity is the bandwidth heterogeneity and thus the corresponding radio-frequency (RF) front-end. To address the bandwidth heterogeneity, various communication standards such as ZigBee, Bluetooth and Wi-Fi are adopted simultaneously in the current IoT platform, which leads to a wild growth of co-located wireless communication standards [7]. When multiple wireless communication standards are operated in the same geographical environment, the devices often suffer from harmful interference. Furthermore, the communication between devices with different communication standards is only possible through the use of gateway nodes, resulting in the fragmentation of the whole network, hampering the objects interoperability and slowing down the development of a unified reference model for IoT [8].

To enable the connectivity between devices with various bandwidths, some existing works build middlewares to hide the technical details of different communication standards from the application layer. In [9], Service Oriented Device Architecture (SODA) is proposed as a promising approach to integrate Service Oriented Architecture (SOA) principles into the IoT. An effective SOA-based integration of IoT is illustrated in enterprise service [10]. Business Process Execution Language (BPEL) has been widely used as the process language in the middleware [11]. However, these technologies used to realize middleware architectures are often not suitable for resource-constrained scenario due to their complexity.

Instead of building middlewares, is there any other more effective approach to enable the connectivity between the devices with different bandwidths? We try to answer this question by proposing the time-reversal (TR) approach. It is well known that radio signals will experience many multipaths due to the reflection from various scatters, especially in indoor environment. Through time-reversing (and conjugate, when complex-valued) the multipath profile as the beamforming signature, TR technique can constructively add up the signals of all the paths at the intended location, ending up with a spatio-temporal resonance effect [12]. As pointed out in [12], the TR technique is an ideal candidate for low-complexity, low
energy consumption green wireless communication because of its inherent nature to fully harvest energy from all the paths. A TR-based multiuser media access scheme is proposed in [13], where only one-tap detection is needed at the device side resulting in low computational complexity and low cost of the terminal devices. With the unique location-specific signature, TR technique can provide additional physical-layer security and thus can enhance the privacy and security of customers in IoT. An overview of the TR wireless paradigm for green IoT has been presented in [14] summarizing all the promising features of TR technique. However, they cannot be directly applied to address the bandwidth heterogeneity in IoT, because of the implicit assumption that all terminal devices share the same bandwidth and thus the RF front-end.

In order to support devices with various bandwidths in IoT, a novel TR-based heterogeneous system is proposed in this paper, where a bank of various pulse-shaping filters are implemented to support data streams of different bandwidths. By integrating the multirate signal processing into TR technique, the proposed system is capable to support these heterogeneous devices with a single set of RF front-end, therefore it is a unified framework for connecting devices of heterogeneous bandwidths. As shown in Fig. 1, instead of connecting devices with different wireless communication standards through gateways and middlewares, the TR-based heterogeneous system in this paper directly links the devices together. The increase of complexity in the proposed system lies in the digital processing at the access point (AP), instead of at the devices’ ends, which can be easily handled with more powerful digital signal processor (DSP). Meanwhile, the complexity of the terminal devices stays low and therefore satisfies the low-complexity and scalability requirement of IoT.

Theoretical analysis of the interference is further conducted to predict the system performance. Simulation results show that the bit-error-rate (BER) performance can be significantly improved by the proposed TR-based heterogeneous system with appropriate spectrum allocation.

The rest of this paper is organized as follows. We first discuss the system architecture and working scheme of the existing homogeneous TR system in Section II. Based on the existing TR system, a TR-based heterogeneous system is developed in Section III. In Section IV, theoretical analysis regarding the interference in the proposed system is derived. Simulation results about the BER performance of the system are discussed in Section V. Finally, Section VI concludes the paper.

II. TYPICAL HOMOGENEOUS TIME-REVERSAL SYSTEM

In this section, we will first introduce the system architecture and working mechanism of the TR-based homogenous system, where the AP and all terminal devices (TDs) share the same spectrum thus the bandwidth and ADC sample rate.

A typical TR-based homogenous system is shown in Fig. 2 [14]. The channel impulse response (CIR) between the two transceivers is modeled as

$$h(t) = \sum_{v=1}^{V} h_v \delta(t - \tau_v)$$

where $h_v$ is the complex channel gain of $u^{th}$ path of the CIR, $\tau_v$ is the corresponding path delay, and $V$ is the total number of the independent multipaths in the environment (assuming infinite system bandwidth and time resolution). Without loss of generality, we assume that $\tau_1 = 0$ in the rest of paper, i.e., the first path arrives at time $t = 0$, and as a result, the delay spread of the multipath channel $\tau_C$ is given by $\tau_C = \tau_V - \tau_1 = \tau_V$.

Considering the practical communication system with limited bandwidth, pulse shaping filters are typically deployed to limit the effective bandwidth of transmission. In practice, raised-cosine filter is typically utilized as a pulse shaping filter which minimizes the inter-symbol-interference (ISI) [15]. Generally, the raised-cosine filter is split into two root-raised-cosine filters $\text{RRC}_{B,f_s}[n]$ and deployed at each side of the transceivers, where $B$ is the available bandwidth and $f_s$ is the sample rate of the system. Based on the Nyquist rate [16], an $\alpha$-times oversampling (i.e. $f_s = \alpha B$) is practically implemented to counter the sampling frequency offset (SFO).

A. Channel probing phase

As shown in Fig. 2(a), prior to AP’s TR-transmission, an impulse is upsampled by $\alpha$, filtered by $\text{RRC}_{B,f_s}[n]$ and transmitted out after going through the RF components at the
The transmitted signal propagates to AP through the multipath channel $h(t)$, where AP samples the received signal. Then the sampled signal goes through RF components, which later is filtered by another RRC $B;f_s[n]$, downsampled by $f_s$, and finally recorded as the estimated CIR $b_h$.

With sample rate $f_s = \alpha B$, the discrete CIR can be written as

$$h[n] = \sum_{v=1}^{V} h_v \delta[nT_s - v\tau_v]$$

(2)

where $T_s = 1/(\alpha B)$. Assume perfect channel estimation (noise and interference are ignored in the channel probing phase), the equivalent CIR between two RRC filters in Fig. 2(a) is written as

$$\tilde{h} = (RRC_{B,f_s} * \hat{h} * RRC_{B,f_s})$$

(3)

Based on the polyphase identity [17], the equivalent CIR (between the expander and decimator) for the system with bandwidth $B$ can be represented as

$$\hat{h} = (RRC_{B,f_s} * \tilde{h} * RRC_{B,f_s})_{[\alpha]}$$

(4)

where $(\cdot)_{[\alpha]}$ represents $\alpha$-times decimation. From (4), one can see that those paths in (2), whose time differences are within the main lobe of raised-cosine filter, are mixed together for the system with a limited bandwidth $B$.

### B. Data transmission phase

Upon acquiring the equivalent CIR $\hat{h}$, different designs of signature waveforms (e.g. basic TR signature [12], ZF signature [18], and MMSE signature [19]) can be implemented at the AP side. With no loss of generality, the basic TR signature is considered in the rest of paper. In other words, the AP time-reverses (and conjugate, when complex-valued) the equivalent CIR $\hat{h}$, and uses the normalized TR waveform as the basic TR signature $g$, i.e.,

$$g[n] = \frac{\hat{h}[L - 1 - n]}{||\hat{h}||}$$

(5)

where $L$ is the number of taps in $\hat{h}$.

According to Fig. 2(b), there is a sequence of information symbols $\{X[k]\}$ to be transmitted to the TD. Typically, the symbol rate can be much lower than the system chip rate $(1/B)$. Therefore, a rate backoff factor $D$ is introduced to match the symbol rate with chip rate by inserting $(D - 1)$ zeros between two symbols [12] [13] [20], i.e.,

$$X^{[D]}[k] = \begin{cases} X[k/D], & \text{if } (k \mod D) = 0 \\ 0, & \text{if } (k \mod D) \neq 0 \end{cases}$$

(6)

where $(\cdot)^{[D]}$ denotes the $D$-times interpolation. Consequently, the signature embedded symbols before the $\alpha$-times expander can be written as

$$S[k] = \left( X^{[D]} * g \right)[k].$$

(7)

Based on the previous derivation in the channel probing phase, the system components between the expander and decimator in Fig. 2(b) can be replaced by $\hat{h}$. Therefore, the signal received at the TD side before the decimator with rate $D$ is the convolution of $S[k]$ and $\hat{h}$, plus additive white Gaussian noise (AWGN) $\tilde{n}[k]$ with zero-mean and variance $\sigma_n^2$, i.e.,

$$Y^{[D]}[k] = \left( S * \hat{h} \right)[k] + \tilde{n}[k]$$

(8)

Then, TD decimates the symbols with backoff factor $D$ in...
order to detect the information symbols \( \{X[k]\} \), i.e.,

\[
Y[k] = \sqrt{p_u} (\hat{h} * g)[L - 1] X[k - \frac{L - 1}{D}] \\
+ \sqrt{p_u} \sum_{l=0, l \neq (L-1)/D}^{(2L-2)/D} (\hat{h} * g)[Dl] X[k - l] + n[k] 
\]

(9)

where \( n[k] \) is IID Gaussian noise and \( p_u \) stands for the power amplifier.

Benefiting from temporal focusing, the power of \((\hat{h} * g)\) achieves its maximum at \((L - 1)\) for \( X[k - \frac{L - 1}{D}] \), i.e.,

\[
(\hat{h} * g)[L - 1] = \frac{\sum_{l=0}^{L-1} \hat{h}[l] \hat{h}^*[l]}{||\hat{h}||} = ||\hat{h}|| 
\]

(10)

Consequently, the resulting signal-to-interference-plus-noise ratio (SINR) is obtained as

\[
\text{SINR} = \frac{p_u ||\hat{h}||^2}{p_u \sum_{l=0, l \neq (L-1)/D}^{(2L-2)/D} ||(\hat{h} * g)[Dl]||^2 + \sigma_n^2} 
\]

assuming that each information symbol \( X[k] \) has unit power.

Regarding the uplink, the previously designed signature waveform \( g \) serves as the equalizer at the AP side as shown in Fig. 2(c). Similar to the signal flow in the downlink scheme, the AP can detect the information symbol based on the temporal focusing of \((\hat{h} * g)\) in the uplink. Such a scheme of both downlink and uplink is defined as the asymmetric architecture, which provides the asymmetric complexity distribution between the AP and TD. In other words, the design philosophy of uplink is to keep the complexity of terminal users at minimal level.

Note that the homogeneous TR system can be easily extended to multi-user scenario according to the previous work [13], which exploits the spatial degrees of freedom in the environment and uses the multipath profile associated with each user’s location as a location-specific signature for the user. In addition, different users are allowed to adopt different rate backoff factors to accommodate the heterogeneous QoS requirements for various applications in the IoT.

**Remark:** Even though the homogeneous TR system can support different QoS through varying \( D \), all devices in the system must share the same bandwidth thus the sample rate, which increases not only hardware cost but also computation burden for those low-end TDs. Besides the heterogeneous QoS required by many diverse applications, the definition of heterogeneity in IoT should also cover the heterogeneous hardware capabilities (such as bandwidth, sample rate, computational and storage power and etc.), which apparently is not supported by the homogeneous TR system. Such more general heterogeneity requirement in the IoT motivates the heterogenous TR paradigm in this paper.

### III. HETEROGENOUS TIME-REVERSAL SYSTEM

Even though the homogeneous TR system cannot handle bandwidth heterogeneity, the majority of challenges in the IoT can be tackled simultaneously through the TR technique [14]. Does there exist an efficient way to modify the existing homogenous TR system to handle the bandwidth heterogeneity while maintaining the most benefit of the TR technique? The answer is yes and the heterogeneous TR system is potentially the best candidate to address the issue.

In contrast with the same spectrum occupation of all devices in the homogenous setting, \( N \) types of TDs with distinct spectrum allocation and bandwidths are supported simultaneously by a single AP in the heterogenous TR system. In other words, different types of TDs have the distinct carrier frequency \( f_c \) and bandwidth \( B_i \) as shown in Fig. 3.

**A. Modifications on homogenous TR system**

In order to support the heterogeneous TDs, several modifications need to be conducted at both AP and TD sides of the existing homogeneous TR system.

1) **TD side:** As stated before, heterogeneous TDs of different types have distinct \( f_c \)'s and \( B_i \)'s. First of all, the radio-frequency (RF) components of different types have to be distinct. Specifically, the oscillation frequency of the voltage-controlled oscillator (VCO) at type \( i \) TD is set to \( f_c \) and the bandwidth of analog bandpass filter is \( B_i \). Then, the ADC deployed for type \( i \) TDs has the sample rate of \( f_{sa} = \alpha B_i \) based on the previous discussion. Furthermore, various root-raised-cosine filters for different types are required, i.e., \( \text{RRC}_{B_i, \alpha} \).

2) **AP side:** In order to support heterogeneous TDs simultaneously, the bandwidth of AP, denoted as \( B_{AP} \), is the aggregated version of the bandwidth of all heterogeneous TDs. Even though more complicated digital signal processing is enforced to handle different data streams for various types, only one set of RF components is needed at the AP side. The digital signal processing includes frequency shift, rate convertor and root-raised-cosine filter. More specifically, a frequency shift component \( \exp[j\omega_m t] \) is implemented for each type to support multiple carrier frequencies. A distinct sample rate convertor (expander or decimator) with rate \( \alpha B_{AP}/B_i \) is deployed for each type \( i \) to enable the multirate processing. The root-raised-cosine filter \( \text{RRC}_{B_i, \alpha B_{AP}} \) for type \( i \) is utilized to limit the effective bandwidth of signals for the heterogeneous TDs.

In the following, the detailed system mechanism together with the modified system architecture is developed for the proposed heterogeneous TR system.

**B. Channel probing phase**

The channel probing phase of a type \( i \) TD is shown in Fig. 4. Compared with the one in Fig. 2a, there exists some differences mentioned in the last subsection. Prior to the data transmission phase, an impulse is upsampled by \( \alpha \), filtered by \( \text{RRC}_{B_i, \alpha B_{AP}} \) and transmitted out after going through the RF components at the TD side. The transmitted signal propagates to AP through the multipath channel \( h_i(t) \), where

**Fig. 3: Spectrum Occupation of Heterogeneous TDs**
AP samples the received signal with a higher sample rate $f_s = \alpha B_{AP}$, shifts the signal to baseband (based on the difference between $f_{c_i}$ and $f_{c_{AP}}$), filters it through the other matched \( RRC_{B_i, \alpha B_{AP}}[n] \), downsamples the waveform by $\alpha B_{AP}/B_i$, and finally records the downsampled waveform as $\hat{h}_i$. With sample rate $f_s = \alpha B_{AP}$, the discrete CIR can be written as

$$T_\alpha[n] = h_i(nT_s) \quad (12)$$

where $T_s = 1/(\alpha B_{AP})$.

Since the digital-to-analog converter (DAC) serves the interpolator, the transmitted signal of the TD shown in Fig. 4 is mathematically equivalent to that generated through the following process, i.e., upsampled by $\alpha B_{AP}/B_i$, filtered by \( RRC_{B_i, \alpha B_{AP}}[n] \), and converted to analog signal by the DAC. Therefore, similarly according to the polyphase identity, the equivalent CIR for the type $i$ TD with bandwidth $B_i$ can be expressed as

\[
\hat{h}_i = \sqrt{\beta_i} \left( RRC_{B_i, \alpha B_{AP}} \ast \tilde{h}_i \ast RRC_{B_i, \alpha B_{AP}} \right)_{[\alpha \beta_i]}
\]

where $\beta_i = B_{AP}/B_i$ and $\sqrt{\beta_i}$ is used to compensate the power difference between \( RRC_{B_i, \alpha B_{AP}}[n] \) and $\alpha B_{AP}/B_i$.

Even though the channel probing of a single type is evaluated here, it can be extended straightforward to multi-type TDs by deploying different digital processing for multi-type in parallel, e.g., frequency shift, RRC filtering and downsampling with type-specific factor. In other words, the AP can support heterogeneous TDs with one single set of RF components but more complicated digital processing.

### C. Data transmission phase

Suppose $N$ types of TDs are communicating with the AP simultaneously, where the number of TDs in type $i$ is denoted as $M_i$. Upon acquiring the equivalent CIRs, the signature waveform $g_{i,j}$ is designed for $j^{th}$ TD in the type $i$ with various existing design methods. Take the basic TR signature design for example, i.e.,

$$g_{i,j}[n] = \frac{\tilde{h}_{i,j}[L - 1 - n]}{|\tilde{h}_{i,j}|} \quad (14)$$

where $\tilde{h}_{i,j}$ is defined in (13).

First, the downlink data transmission is considered. As shown in Fig. 5(a), let $\{X_{i,j}[k]\}$ be the the sequence of information symbols transmitted to the $j^{th}$ TD in type $i$. Similar to the case in the homogeneous TR system, a rate backoff factor $D_{i,j}$ is introduced to adjust the symbol rate, i.e., the symbol rate for the $j^{th}$ TD in type $i$ is $(B_i/D_{i,j})$. Then, the signature $g_{i,j}$ is embedded into the TD-specific data stream $X_{i,j}[k]$ and the signature embedded symbols of the same type $i$ are merged together as $S_i$, e.g.,

$$S_i = \sum_{j=1}^{M_i} \left( X_{i,j}[k] \ast g_{i,j} \right) \quad (15)$$

Later, the merged symbols $S_i$ go through the type-specific digital signal processing, i.e., upsampled with factor $\alpha B_{AP}/B_i$, filtered by $RRC_{B_i, \alpha B_{AP}}$ and carried to the type-specific digital frequency with frequency shift $\exp(-j\omega_{i,j}n)$. In the end, the processed data streams of $N$ types are mixed together and broadcasted to all the heterogeneous TDs through one set of RF components at the AP.

Regarding the receiver side, the $j^{th}$ TD in type $i$ is taken as an example. The broadcast signal propagates to the TD through the multipath profile $\tilde{h}_{i,j}(t)$. Later, the signal passes through the analog bandpass filter centering at $f_{c_i}$ with bandwidth $B_i$. Note that the filtered signal includes not only the intended signal but the interference, e.g., the interuser-inference (IUI) from the TDs within the same type and the inter-type-interference (ITI) from the other types (whose spectrum overlaps with type $i$). Thanks to the spatio-temporal focusing effect, the interference is suppressed due to the unique multipath profile. Afterwards, the signal is carried to baseband and sampled with a sample rate $f_{s_i} = \alpha B_i$, which is much smaller than that at the AP for the low-end TDs. In the end, the sampled signal goes through $RRC_{B_i, \alpha B_{AP}}$ and the rate matching decimator to generate symbols $\{Y_{i,j}[k]\}$, based on which $\{X_{i,j}[k]\}$ are detected. The theoretical analysis regarding the signal-to-interference-plus-noise ratio (SINR) will be derived in the next section.

The system architecture of uplink is shown in Fig. 5(b). From the figure, the property of asymmetric architecture is preserved in the heterogeneous TR system. Same to the homogeneous TR system, the precoding signatures $g_{i,j}$’s in the downlink serve as the equalizers in the uplink. After converting the signal into digital domain through a single set of RF components at the AP, multiple parallel digital processing (e.g., frequency shift, RRC filtering and rate conversion) is required to support $N$ types of TDs simultaneously.

**Remark:** Compared with the existing homogeneous TR system, the heterogenous TR system maintains the capability to support different QoS through not only varying the backoff

---

**Fig. 4:** Channel Probing of Type $i$ TD in Heterogeneous TR System
factor $D_{i,j}$ but providing the flexibility for TDs to select various $B_i$’s. More importantly, the heterogeneous TR system architecture further promotes the benefit of the asymmetric complexity. In other words, the new modifications enhance the concentration of the complexity at the AP side. Regarding the AP, a single set of RF components is required. Even though more complicated parallel digital signal processing is needed, it can be easily satisfied with more powerful DSP unit at an affordable cost and complexity. Regarding the heterogeneous TDs, the ADC sample rate is reduced significantly for those devices with smaller bandwidth, which lowers down the cost of hardware dramatically for the low-end TDs. In addition, the lower sample rate naturally decreases the computational burden as well.

IV. PERFORMANCE ANALYSIS OF HETEROGENEOUS TR SYSTEM

In this section, we conduct some theoretic analysis on the proposed heterogeneous TR system and evaluate the SINR for the individual TD. Without loss of generality, the downlink scenario is investigated here. Due to the asymmetric architecture and channel reciprocity, the uplink scenario can be analyzed similarly. In the following, two special cases in the heterogeneous TR system are first studied. Then, the analysis of a specific TD in the general setting is derived through extending the results of the special cases.

A. Overlapping Case

First, a special case of heterogenous TR system is considered. Suppose there are only two types of TDs in the system, e.g., type $i$ and type $k$. As shown in Fig. 6, both types share the same carrier frequency with AP, whose spectrum is overlapped. Without loss of generality, only a single TD is assumed to exist within each type.

In this special case, the downlink system architecture in Fig. 5(a) can be significantly simplified. In the first place, the frequency shift can be removed due to the same carrier frequency.
Fig. 6: Spectrum Occupation of Case I

Fig. 7: Equivalent Architecture in Case I

Fig. 8: Spectrum Occupation of Case II

frequency. Moreover, the analog bandpass filter could also be ignored in the analysis since the effective bandwidth has already been limited by the RRC filters. Denote \( \hat{h}_{a,b} \) as the equivalent CIR for the type \( a \) symbols sent from the AP to the type \( b \) TD. Based on (4), we have

\[
\hat{h}_{a,b} = \sqrt{\beta_a} (RRC_{B_a,\alpha BAP} \ast \hat{g}_a) \ast RRC_{B_b,\alpha BAP})_{[\alpha \beta_b]} \tag{16}
\]

In addition, the equivalent CIR for interference can be derived as follows through utilizing the noble identities [17],

\[
\hat{h}_{a,b} = \left( RRC_{B_a,\alpha BAP} \ast \hat{g}_b \ast RRC_{B_b,\alpha BAP})_{[\alpha \beta_b]} \right) \tag{17}
\]

where \( a, b \in \{i, k\}, \beta_b = B_{AP}/B_a \) and \( \hat{h}_a \) is the discrete CIR from the AP to the type \( a \) TD with sample rate \( f_s = \alpha B_{AP} \).

Upon acquiring the equivalent CIRs, the signature for each type is designed, e.g.,

\[
g_a[n] = \frac{\hat{h}_{a,a}^*[L - 1 - n]}{||\hat{h}_{a,a}||} \tag{18}
\]

where \( a \in \{i, k\} \). Note that there exists focusing effect of the term \( (g_a \ast \hat{h}_{a,a}) \) based on (18). Therefore, the simplified system model is shown in Fig. 7 base on the equations above.

From the figure, the received symbols at type \( i \) TD can be expressed as

\[
Y_i[n] = \sqrt{\frac{P_u}{\beta_i}} \left( g_i \ast \hat{h}_{i,i} \right) [L_i - 1]X_i[n - \frac{L_i - 1}{D_i}] + \sqrt{\frac{P_u}{\beta_i}} \sum_{l=0,l \neq (L_i-1)/D_i}^{(2L_i-2)/D_i} \left( g_i \ast \hat{h}_{i,i} \right) [D_i l]X_i[n - l]
\]

\[
+ \sqrt{\frac{P_u}{\beta_i}} \sum_{l=0}^{(L_i-1)/D_i} \left( \beta_k \ast \hat{h}_{k,i} \right) [\beta_k D_k l] X_k[n - l] + n_i[n] \tag{19}
\]

where \( p_u \) is the power amplifier, \( L_i = \text{length}(\hat{h}_{i,i}) \) and \( L_{k,i} = \text{length}(g_k \ast \hat{h}_{k,i}) \).

In (19), the first and second term are the typical expected signal term and ISI term, respectively. In addition, the third term is the inter-type-interference (ITI) from the type \( k \) TD. Moreover, based on the spatio-temporal focusing effect in the TR system, the ITI is suppressed naturally with the location-specific signature. A similar equation of the received symbols can be derived for the type \( k \) TD.

Since the frequency shift \( \exp(-j \omega n) \) has unitary power, the analysis in (20) is also applied for the case where the carrier frequency of type \( i \) and \( k \) are different as long as their spectrum is overlapped.

B. Non-overlapping Case

Another special case, where the spectrum of different types is non-overlapped, is considered in this subsection. Suppose two types of TDs exist in the system, e.g., type \( i \) and type \( k \), each of which contains a single TD. As shown in Fig. 8, there are no ITI between non-overlapped types due to the corresponding analog bandpass filters and RRC filters. Therefore, the analysis becomes straightforward and the received symbols at type \( i \) TD is derived as,

\[
Y_i[n] = \sqrt{\frac{P_u}{\beta_i}} \left( g_i \ast \hat{h}_{i,i} \right) [L_i - 1]X_i[n - \frac{L_i - 1}{D_i}] + \sqrt{\frac{P_u}{\beta_i}} \sum_{l=0,l \neq (L_i-1)/D_i}^{(2L_i-2)/D_i} \left( g_i \ast \hat{h}_{i,i} \right) [D_i l]X_i[n - l]
\]

\[
+ n_i[n] \tag{20}
\]

which is well studied in the homogeneous TR system [12].

C. Mixed Case

Based on the previous analysis of two special cases, the heterogeneous TR system is analyzed under the general scenario, where \( N \) types of TDs are supported in the system and the number of type \( i \) TD is \( M_i \). The spectrum of different types is shown in Fig. 3.

As discussed in Section III, \( \{X_{i,j}[k]\} \) denotes the information symbols for the \( j^{th} \) TD in type \( i \), and \( D_{i,j} \) and \( g_{i,j} \) are the backoff factor and the embedded signature for the symbols \( \{X_{i,j}[k]\} \), respectively. Based on Section IV-A, the TDs in type \( i \) suffer ITI from type \( k \) TDs, where \( k \in T_i \) and \( T_i \) denotes the set of types whose spectrum is overlapped with type \( i \). In other words, the data streams of type \( k \), where \( k \notin T_i \), causes no interference to type \( i \)'s TDs according to Section IV-B.

Regarding the CIR, denote \( \hat{h}_{i,j} \) as the discrete CIR from the AP to the \( j^{th} \) TD in type \( i \) with sample rate \( f_s = \alpha B_{AP} \).

Moreover, let \( \hat{h}_{i_{m,k_{a}}} \) be the equivalent CIR for the data stream
of $n^{th}$ TD in type $i$ between the AP to $n^{th}$ TD in type $k$. Similar to (16) and (17), the equivalent CIR for data streams can be derived as

$$\hat{h}_{m,k} = \begin{cases} \sqrt{p_u} (\text{RRC}_{B_i,\alpha} B_{AP} \ast \bar{h}_{i,n} \ast \text{RRC}_{B_i,\alpha} B_{AP})_{[\alpha,\beta_i]} & i = k \\ (\text{RRC}_{B_i,\alpha} B_{AP} \ast \bar{h}_{k,n} \ast \text{RRC}_{B_i,\alpha} B_k)_{[\alpha]} & i \neq k \end{cases}$$

(21)

where $\beta_i = B_{AP}/B_i$. From (21), the length of the equivalent CIR solely depends on the types of data stream and the receiving TD. Once the CIRs are estimated, various signature design methods can be deployed. Take the basic TR signature of the $j^{th}$ TD of type $i$ for example, i.e.,

$$g_{i,j}[n] = \frac{\hat{h}_{i,j}[L - 1 - n]}{||\hat{h}_{i,j}||}$$

(22)

Thus the received symbols at the $j^{th}$ of type $i$ TD $Y_{i,j}$ can be expressed as

$$Y_{i,j}[n] = \sqrt{\frac{p_u}{\beta_i}} (g_{i,j} \ast \hat{h}_{i,j,i}) [L_i - 1] X_{i,j}[n - \frac{L_i - 1}{D_{i,j}}]$$

$$+ \sqrt{\frac{p_u}{\beta_i}} \sum_{l=0}^{(2L_i-2)/D_{i,j}} (g_{i,j} \ast \hat{h}_{i,j,i}) [D_{i,j}l] X_{i,j}[n - l]$$

$$+ \sqrt{\frac{p_u}{\beta_i}} \sum_{m=1}^{M_1} \sum_{l=0}^{(2L_i-2)/D_{i,m}} (g_{i,m} \ast \hat{h}_{i,m,i,j}) [D_{i,m}l] X_{i,m}[n - l]$$

$$+ \sqrt{p_u} \sum_{k \in T_1} \sum_{m=1}^{M_k} \sum_{l=0}^{L_{k,i} - 1} (g_{k,m}^{[\beta_k]} \ast \hat{h}_{k,m,i}) [\beta_k D_{k,m}l] X_{k,m}[n - l]$$

$$+ n_{i,j}[n]$$

(23)

where $L_i = \text{length}(\hat{h}_{i,i,i}), \beta_i = B_{AP}/B_i$ and $L_{k,i} = \text{length}(g_{k,i}^{[\beta_k]} \ast \hat{h}_{k,i,i})$.

In (23), the first term is the intended signal, the second and third term represents the ISI and the IUI within the same type and the ITI from overlapped types ($k \in T_1$) is expressed as the fourth term. Based on (23), the SINR for the $j^{th}$ TD in type $i$ within the general heterogeneous TR system can be calculated correspondingly like (11).

V. SIMULATION RESULTS

In this section, we conduct simulations to evaluate the BER performance of the heterogeneous TR system under various settings. We assume that $N$ types of TDs coexist in the system with single or multiple devices within each type. Different types devices have heterogeneous bandwidths, spectrum occupation, hardware capabilities and QoS requirement. The CIR used in the simulation is based on the ultra-wide band (UWB) channel model [21].

Fig. 9: BER performance of 3 devices where 2 HD audio devices are included in the same type with basic TR signature.

A. TDMA and Spectrum Allocation

We first consider 3 devices in the heterogeneous TR system, whose features are listed in Table I. According to the table, the bit rates of the HD video and the HD audio are around 18 Mbits/s and 4 Mbits/s. Based on previous discussion, the bandwidth of AP is assumed to be 150MHz to support simultaneous data transmission to these 3 devices.

We first consider the case that 3 devices are categorized into 2 types, where Type 1 includes the HD video device and Type 2 consists 2 HD audio devices. The BER performance of 3 devices under such scenario is shown in Fig. 9. Inferred from the figure, the BER performance of the 2 HD audio devices is much worse compared with the BER of HD video. The reason behind is that the suppression of IUI in the TR system heavily depends on the number of resolved independent multipaths, which increases with the bandwidth. Since the bandwidth of two HD audio is much narrower, the IUI from the other devices becomes severer with the basic TR signature. In order to tackle the IUI for the devices with a narrower bandwidth, along with the TR technology, other techniques have to be considered in the heterogeneous TR system as well.

We first consider applying time division multiple access (TDMA) to the heterogeneous TR system. In other words, the AP supports one HD audio at a time. To maintain the same QoS requirement in terms of bit rate, either adjusting the coding rate or decreasing the backoff factor is adopted in the system. The improved BER performance of 3 devices with simple waveform design is shown in Fig. 10, where (a) removes the channel coding and (b) decreases the backoff rate to maintain the same bit rate for the HD audio. Compared with the BER in Fig. 9, the BER performance is improved significantly with the simple waveform design. Moreover, decreasing backoff factor to maintain the bit rate seems to be a better strategy for the devices with narrow bandwidth through comparing (a) and (b). Note that there are some waveform
<table>
<thead>
<tr>
<th>Device Name</th>
<th>Bandwidth (MHz)</th>
<th>Backoff Factor</th>
<th>Modulation</th>
<th>Coding Rate</th>
<th>Waveform Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD Video 1</td>
<td>150</td>
<td>8</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>HD Audio 1</td>
<td>50</td>
<td>12</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>HD Audio 2</td>
<td>50</td>
<td>12</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
</tbody>
</table>

TABLE I: Features of 1 HD Video and 2 HD Audio

Fig. 10: Improved BER performance with TDMA for the HD audio
design techniques [19] that potentially can be implemented in the heterogeneous TR system with even better performance.

Even though a narrow bandwidth decreases the number of resolved independent multipaths thus resulting in severer IUI, a narrow bandwidth on the other hand provides more flexibility for spectrum allocation. Therefore, another way to improve the BER performance in Fig. 9 is to arrange the spectrum occupation smartly thus removing the unnecessary interference. For example, 3 devices in Table I can be categorized into 3 distinct types, where two HD audio devices are allocated into 2 spectrally non-overlapped types. Then the improved BER performance with the spectrum allocation is shown in Fig. 11.

B. Heterogeneous TR System versus Homogeneous TR System

As discussed in the previous subsection, appropriate spectrum allocation can significantly improve the BER performance even with a narrow bandwidth in the heterogeneous TR system. In other words, the narrow bandwidth under heterogeneous setting does not necessarily lead to worse BER performance compared with the wide bandwidth under homogeneous setting. Inspired by that, we investigate the BER performance of the devices in both homogeneous and heterogeneous TR system under the same bit rate.

Assume there exists three devices with bit rate requirement of 12.5 Mbits/s supported by a TR AP with 150 MHz bandwidth. Suppose the devices have flexible hardware capabilities, i.e., the carrier frequency and the bandwidth. To support these devices, two potential paradigms, homogeneous paradigm and heterogeneous paradigm, are available. For the sake of fairness, the basic TR signature is adopted in both paradigms.

In the homogeneous setting, all three devices occupy the 150 MHz spectrum with QPSK modulation and backoff factor $D = 12$. A channel coding with 1/2 coding rate is employed. In the heterogeneous setting, the devices are categorized into three non-overlapped types. More specifically, three devices with 50MHz bandwidth are allocated into three non-overlapped
spectrum. To maintain the same bit rate, a backoff factor $D = 4$ is implemented. Their BER performance is shown in Fig. 13. From the figure, the BER performance of the homogeneous paradigm saturates fast, which is due to the well-known fact that ISI and IUI would dominate the noise with the basic TR signature at high SNR region [19]. However, the IUI is better tackled in the heterogeneous paradigm with smart spectrum allocation even though the number of independent multipaths resolved by the narrower bandwidth becomes fewer. Therefore, the performance of the heterogeneous paradigm can be even better than that of the homogeneous paradigm with additional techniques like spectrum allocation.

C. Heterogeneous TR System Case Study: Smart Homes

In this subsection, we choose Smart Homes as an example of the IoT application to test the BER performance with the heterogeneous TR paradigm. Instrumenting buildings with the IoT technologies will help in not only reducing resources (electricity, water) consumption but also in improving the satisfaction level of humans. Typically, the HD video and HD audio are employed in the Smart Homes for both the security monitoring and entertainment. Moreover, smart sensors are used in the Smart Homes to both monitor resource consumptions as well as to proactively detect the users’ need. Therefore, in the following simulation, we assume 1 HD video, 1 HD audio and 5 smart sensors in the Smart Homes are supported by the heterogeneous TR paradigm. The specific features of these devices are listed in Table II and the corresponding BER performance is shown in Fig 12. Note the saturation of the BER for the HD video is due to the dominant IUI with the basic TR signature. In addition, the slight difference in the BER for the smart sensors comes from the frequency-selectivity of the channel.

VI. CONCLUSION

A novel TR-based heterogeneous communication system is developed to support devices with various bandwidths in IoT. Different from building middlewares, the proposed approach enables connectivity between devices with heterogeneous bandwidth requirement by means of multirate signal processing. In this way, the complexity of the proposed system mostly lies in the parallel digital processing at the AP side, which can be easily handled with more powerful DSP, while maintaining low complexity of the TDs. System performance is evaluated through both theoretical analysis and simulations, which show a significant BER improvement with appropriate spectrum allocation.
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<table>
<thead>
<tr>
<th>Device Name</th>
<th>Bandwidth (MHz)</th>
<th>Backoff Factor</th>
<th>Modulation</th>
<th>Coding Rate</th>
<th>Waveform Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>HD Video 1</td>
<td>150</td>
<td>8</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>HD Audio 1</td>
<td>50</td>
<td>12</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>Smart Sensor 1</td>
<td>10</td>
<td>10</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>Smart Sensor 2</td>
<td>10</td>
<td>10</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>Smart Sensor 3</td>
<td>10</td>
<td>10</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>Smart Sensor 4</td>
<td>10</td>
<td>10</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
<tr>
<td>Smart Sensor 5</td>
<td>10</td>
<td>10</td>
<td>QPSK</td>
<td>1/2</td>
<td>Basic TR</td>
</tr>
</tbody>
</table>

TABLE II: Features of Devices in the Smart Homes