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Summary 1. Feature-Enriched MF-SLU: Spoken Language Understanding by Matrix Factorization
‘ C pleasecontactvwlanJ @Q Q Skype Hangout etc. - Data: speech data collected from users, with intents from 13 frequently accessed domains in Google Play (WER = 19.8%)
. Communication % Lexical Matrix “* Enriched Semantics Matrix < Intent Matrix
> Challenge of typical SDS: Predefined Ontology & Hidden Semantics + Main idea: use manually * Main idea: slot types and word embeddings help infer semantics for ~ + Main idea: retrieve the apps
. . . . . . . authored app description as it expanding domain knowledge that are most likely to support
1) Predefined domain ontology is required to support corresponding functionality should describe the app’s | - users’ requests, for self-training
= Structured knowledge resources are available (e.g. Freebase, Wikipedia, functionality * Entity Type from Structured Knowledge (e.g. Wikipedia/Freebase)

FrameNet) and may provide semantic information - Q: play lad\d | ddadxamance ...
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2) Hidden semantics may contain important semantics

= Implicit information helps infer feature relations
» Approach: Feature-Enriched MF-SLU

~~~~~~~~~~~~~

\ ¥ \

e

A |
: /P ‘
e baoa & d Best Short Form Music Video. In the United
Gaga s no oy .\" nd it has been certified ten-times platinum by the Single by Lady Gaga
e Nw-_;“w on gl douncads 35 of eplniber 2014. s s o
e requiarty appears on 8 7s Atists of the Year lists and Forbes’ power and eamings rankings, and was named Sefcoseart o
Pa o b Pal
~ 7 v _ W 2 R =% ~ 3% 2
X a EISNJZ Xa G NJaRS/NEE oley R YISONWNB-aya da A y A S NJ X

o Enrich semantics with the structured knowledge for improving intent prediction . Enriched
. . { Lexical | Semantics Intent (App) ‘
o A single matrix integrating different-level knowledge for reasoning and » Reasoning via MF for SLU contat-email message communication Gmail Outlook Skype
prediction simultaneously I “Outlook X @2dzNJ SYI AfS O |-@j3 @p NE Qzyidl Ofax @
> Result AppDesc - ool X OKSO1 | yRusge8ly R S @7\@ 5 5
o Feature-enriched MF-SLU benefits from hidden information and rich features, e - | =
i _ i i - i would like t tacal =
and outperforms the baseline that uses a language-modeling retrieval model. Sl Tr Utterance 1 i would | e><o contachlex > . @ >IR for ap) @
2. Model Learning by Matrix Factorization Utterance @ Enrichmen andidate @ @
dell lici dback: T _ X 5
* Modeling Implicit Feedback: » Objective: Test Utterance 1 i would like to contacalex o
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O @ Reasoning with MF
DMy =1 0y.) = 0(6y,) = ! > MF learns a set of well-ranked
I+ exp (_9’“’@) Intents per utterance. Chen andRudnicky "Dynamically Supporting Unexplored Domains in Conversational Interactions by Enriching Semantics with Ne&mab&tbdohgs in Proc. of SLT, 2014.
model parameters
3. EXxperiments Conclusion
» Dataset: Single-turn request with intents below * MAP for Intent MOdeling « We propose an MF approach to learn user
> Evaluation Metrics Feature Matrix (MAP) Transcripts » The feature-enriched intents based on rich feature patterns from
- eature Matrix -
o Mean Average Precision (MAP) LM MF-SLU LM MF-SLU P”F'S!)-Uhca” benefit multiple modalities, including app descriptions,
- rom bot | |
o Precision at K (P@K) Word Observation 25.1 292 (+16.2%) 26.1  30.4 (+16.4%) afeorg‘:‘ctfslly acquired knowledge and user
o + iNg-Enri | . 2 (+6.8° . 3 (-0.29 | | j | . . . .
1. musiclistening g text 10. navigation Embedding Er.mched .Semantlcs | 320 34.2(+6.8%) 333 33.3(:0.2%) 1) hidden information » In a smart-phone intelligent assistant setting
- A e A | N + Type-Embedding-Enriched Semantics  31.5  32.2 (+2.1%) 329  34.0 (+3.4%) modeled by MF (e.g. requesting an app), the feature-enriched
N o y » Enriched semantics significantly improve the performance for intent modeling 2) enriched semantics MF-SLU can handle users’ open domain

Intents by returning relevant apps that provide
desired functionality either locally available or

2. video watching 7. post to SOCIal websites 11. address request
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Including structured

 P@10 for Intent Modeling knowledge from

O . | o by suggesting installation of suitable apps In
N Jo . Transcripts different modalities - —
Feature Matrix (P@10 an unsupervised way.
(P@10)
> mae aphone call 8. share the photo 12 translation M MF-SLU M MF-SLU » The framework can flexibly extend to
‘ Alex B . English:  university . 0 0 tO Improve Intent . . y
N\ A 3 Word Observation 28.6  29.5(+3.4%)  29.2  30.1 (+2.8%) srediction incorporate different-level features for
4. video chat O e + Embedding-Enriched Semantics 312  325(+4.3%) 320  33.0 (+3.4%) ' improving a system’s ability to assist users
9. share the \;;idou 13. readﬁthe book + Type-Embedding-Enriched Semantics 31 3 30.6 (-2.3%) 32 5 34.7 (+6.8%) pursuing personalized multi-app activities.
- _ S _ _ * The effectiveness of the feature-enriched MF-
5" » Type Information inferred from ASR results may not be accurate enough; noisy enriched SLU model can be shown for different domains.
Information could be degrading performance. indicating good generality and provides a
» When there are no recognition errors, accurate type information benefits performance. promising direction for future work.




