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Introduction 

Sparsifying Dictionary: 

• Dictionary plays a critical role in a successful sparse representation 

modeling. 

• Learned overcomplete dictionaries have become popular in recent 

years. 



Introduction 

Dictionary Learning: 
 

Objective: adapting dictionary to data for their sparse representations. 

𝐃 = [𝐝1, … , 𝐝𝐾] Dictionary 

𝐘 = [𝐲1, … , 𝐲𝑁] Training signals 

𝐗 = [𝐱1, … , 𝐱𝑁] Sparse representation of Y 

Data fitting Sparsity Regularizer 

• Important dictionary property which measures the maximal correlation 

of any two distinct atoms in the dictionary: 

Mutual Coherence of Dictionary 



a) Atom Decorrelation 
 

Adding a decorrelation step to the existing 

methods. 

Disadvantages:  

• extra computation cost of decorrelation step. 

• approximation error is not considered in decorrelation step. 

Mutual Coherence of Dictionary 

• Importance of mutual coherence: 

 direct impact on stability and performance of sparse coding algorithms. 

 lower coherence permits better sparse recovery. 

 reduction of over-fitting to the training data. 

Coherence Reduction Strategies 



Coherence Reduction Strategies 

b) Coherence Penalty 
 

Augmenting the dictionary learning objective with a coherence 

penalty (regularization): 

 

Proposed Learning Model 

Our Coherence Regularized (CORE) model: 

Coherence regularization 



Proposed Learning Model 

Alternate minimization scheme is used: 

 Sparse coding: Orthogonal matching pursuit (OMP) 

Dictionary update: The focus of this paper 

 It is performed in a block coordinate fashion. 

 Simultaneous updating of an arbitrary subset of atoms is allowed. 

 
 

Inter- and Intra-coherence Penalties: 
 

Suppose we want to update a subset                     and the rest 

is fixed. Then we have to solve: 

where 𝐗[Ω] = 𝐗(Ω, : ) and 𝐄Ω = 𝐘 − 𝐃Ω 𝐗[Ω ]. 
Inter-Coherence Intra-Coherence 



Proposed CORE-I Update 

Consider the inter-coherence penalty. 

By differentiation w.r.t  𝐃Ω we have: 

Sylvester Equation 

C B A 

This matrix equation can be solved by standard methods. 

Proposed CORE-II Update 

Consider the both inter- and intra-coherence terms. 



Proposed CORE-II Update 

By differentiation of objective w.r.t 𝐃Ω we have: 

A B 
C 

We use an iterative scheme to update: 

Experimental Results 

• Comparison to several incoherent dictionary learning algorithms. 

 INK-SVD [1], IPR [2], MOCOD [3], IDL-BFGS [4]. 

• Training on 8x8 image patches and evaluating of sparse 

approximation’s SNR (dB) on test set. 



Experimental Results 

Table 1. Comparison results in terms of average 

mutual coherence of trained dictionary, sparse 

reconstruction performance on test set, and 

learning run time 
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