3D Sound Effect Analysis, Synthesis and Application Design
- A Primary-Ambient Extraction Approach

Abstract

In spatial audio analysis-synthesis, one of the key issues is to decompose a signal into primary and ambient components based on their spatial features. Stereo audio signals are often modeled as a linear mixture of primary and ambient components. Existing approaches like principal component analysis (PCA) and least squares (LS) have been widely employed to extract primary and ambient components from stereo signals. However, the performance and comparisons of these approaches in primary-ambient extraction (PAE) have not been well studied. In this report, we show that existing approaches can be generalized into a linear estimation framework. Under this framework, we propose a systematic series of performance measures identifying the components comprising the extraction error. Based on the linear estimation framework and the performance measures, we present a comparative study of the linear estimation based PAE approaches including existing PCA, LS, and two proposed variant LS approaches for more practical objectives in their performance. Experimental results are provided to justify the relationships and differences of these approaches.

However, the performance of PCA based primary ambient extraction (PAE) is highly dependent on the assumptions of the input signal model, where the primary components in the stereo signal are assumed to be completely correlated at zero lag. One of the most frequently encountered cases where the primary component is partially correlated, namely the primary-complex case, is not well-studied. To alleviate the performance degradation in this case, the time-shifted PCA based PAE is proposed in this work. This approach involves time-shifting the input signal according to the estimated inter-channel time difference (ICTD) of the input signal prior to the linear estimation in PAE. Based on the results from our simulation and informal listening tests, the shifted PAE approach is found to be superior to the conventional PCA based PAE methods.

From our study, we find that the existing approaches are still unable to handle more complicated cases of the input signals. For example, the stereo signal model requires the primary components to come from one direction and the primary and ambient components are only characterized by their inter-channel correlations. These remaining problems stimulate our further study on formulating more realistic signal models as well as the classification of the input signal into a specific model. With the proper extraction of primary and ambient components as well as the appropriate post-processing techniques, a more immersive 3D audio experience can be achieved.
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1. INTRODUCTION

1.1 3D audio

With the increasing prevalence of 3D video technology, consumers are demanding a more immersive listening experience to better match the 3D visual effects. This results in a growing need for a better spatial audio reproduction, which can create the feeling of being there at the scene where the sound events take place. 3D audio or spatial audio refers to the perception of soundscape in a three-dimension space[1], as what we can perceive in our daily life. A number of audio cues are found to be useful to accurately localize sound. Two most important cues are interaural time differences (ITDs) and interaural level differences (ILDs), which account for the time differences and level differences as sound propagates to our left and right ears[2]. However, identical ITD and ILD will incur the cone of confusion[3], which is the major cause of front-back ambiguity as well as elevation ambiguity. To address these issues, spectral cues based on the response of our pinnae are used, as the characterization of the human ears is given by the head-related transfer function (HRTF)[4]. HRTF has been widely applied in 3D audio systems, and can be directly implemented by digital filtering[1]. Other cues including head movement, visual cues, and sound familiarity also play influential roles in sound localization. 3D audio systems can be implemented using loudspeakers or headphones, but headphones are generally preferred as there is no crosstalk. Using proper crosstalk cancellation, a richer and more natural soundscape can be created in loudspeaker based 3D audio systems. However, such loudspeaker systems are unable to produce a very accurate auditory images especially when number of loudspeakers is limited[5], [6]. On the other hand, headphone based 3D audio system is more suitable for personal listening. Binaural techniques with non-individualized HRTF are normally used in producing 3D audio for headphones[7], but the main drawbacks of such approaches are the lack of externalization and relatively high front-back confusions[8]. Recent study in[9] shows that better localization with reduced front-back confusion can be achieved by introducing the frontal emitters in headphones.

1.2 Primary-ambient extraction for spatial audio

Audio signals generally consist of directional and diffuse components, which are referred as primary and ambient components, respectively. These two elements are critical in creating an immersive 3D audio experience. While ambient component recreates the sound environment of the auditory scene, the primary component, on the other hand, allows the listener to localize the sound of interest. An example of such a scenario from the movie Life of PI is given in Fig. 1.1. Immersive 3D audio experience aims to create the experience as if the viewer is placed at the same scene as the actor, and the listener expects to experience the ambience of the sea and a tiger in close proximity.

Figure 1.1 Primary and ambient components in spatial audio.

To achieve accurate spatial audio rendering, different processing schemes should be applied on the primary and ambient components of the audio signals[10], [11]. However, the primary and ambient components are not separately stored in conventional audio formats, such as stereo and surround sound. Such audio formats necessitate primary-ambient extraction (PAE).
Figure 1.2 shows a general block diagram of PAE in spatial audio processing. Pre-processing techniques such as digital Fourier transform (DFT) are applied before PAE. Next, the extracted primary and ambient components are rendered separately, based on the associated spatial attributes. For example, primary components can be processed by HRTF filtering of appropriate azimuth and elevation, while ambient components can be rendered using binaural room impulse response [11]. Finally, the rendered primary and ambient components can be re-mixed or sent to playback systems with different configurations. Recent years have seen applications of PAE in spatial audio processing [5], [11]-[13] spatial audio coding [14], [15], audio mixing [16]-[18], and immersive 3D sound system [6], [19]-[20]. An overall diagram view of the application and related research areas of PAE is shown in Fig. 1.3.

In spatial audio coding, there are two widely studied frameworks, namely, spatial audio scene coding (SASC) [15], [21] and directional audio coding (DirAC) [14]. In SASC, primary-ambient decomposition is performed on multichannel audio input. The localization analysis for the decomposed primary and ambient components is carried out separately using Gerzon localization vector [22] and the spatial cues are applied in the final synthesis. On the other hand, DirAC aims to reproduce spatial sound using any sound system configurations. One of the most essential stages of DirAC is to divide the input audio signal into diffuse (ambient) and non-diffuse (primary) sound. The primary sound is then reproduced using vector base amplitude panning (VBAP).
Various up-mix techniques based on PAE have been discussed in [17], [18], [24]. The PAE based up-mix approach is extremely suitable for immersive 3-D (i3D) sound system proposed by Gan et al. [19], [20]. The i3D sound system comprises of a unique combination of conventional and parametric loudspeakers, so as to exploit the high directivity of the parametric loudspeaker to render sharp images of the primary component, and to reproduce the spaciousness of the ambience using the conventional loudspeaker. By accurately reproducing the primary and ambient components of the spatial sound, the i3D sound system creates an immersive and realistic soundscape for gaming and home entertainment applications [6].

Primary-ambient extraction can also be related to other research problems in audio signal processing. Similar to blind source separation (BSS), PAE also deals with the decomposition of significantly different components from mixed signals. The key difference between BSS and PAE is the characteristics of the separated components: BSS separates the independent components [25], while PAE extracts components with different perceptual features. One of the most important features of PAE is the extraction of accurate spatial auditory image from the input signal, which is in line with the objectives in sound localization problems. By considering the primary component as the direct sound and the ambient component as the reverberated sound, PAE can be applied to extract reverberation [26]. PAE can also be applied to noise reduction and adaptive filtering operations if the extraction of the primary component from a noise-like ambience is considered [27].

To date, many approaches have been proposed for PAE, especially for stereo signals. For these approaches, the stereo signal is generally modeled as a directional sound source mixed with uncorrelated ambience. Figure 1.4 shows the extraction of the primary and ambient components from a stereo signal using PAE. In [24], a single-channel time-frequency mask was used to extract the ambience from a stereo signal with the assumptions of equal level of ambience and equal ratio of ambience to primary components in the two channels of the stereo signal. Principal component analysis (PCA) remains one of the most widely studied approaches applied in PAE [6], [10], [28]-[35]. Taking into consideration of the independence between primary and ambient components, the stereo signal is decomposed into two orthogonal bases using the Karhunen-Loève transform [36]. Based on the assumption that the primary component is relatively stronger than ambience, the projected signal on the basis vector with larger variance is assumed to be the primary component, and the projected signal on the other basis vector is assumed as the ambience.

![Stereo signal model diagram](image)

**Figure 1.4 Extraction of primary and ambient components using PAE, where \( x_L, x_R \) are the input stereo signals in the left and right channel; \( p_L, p_R \) and \( a_L, a_R \) are the true primary and ambient components; \( \hat{p}_L, \hat{p}_R \) and \( \hat{a}_L, \hat{a}_R \) are the extracted primary and ambient components.**

In [37], Faller introduced a least-squares (LS) approach to estimate the primary and ambient components for surround sound up-mixing. For stereo signal, we show that both PCA and LS originated from linear estimation approaches. Experimental studies in [29] show that PCA and LS based PAE produce superior extraction results than single-channel time-frequency masks, especially in extracting the primary components. However, the relationship and differences between PCA and LS based PAE remain unclear, hence further studies are required. Other techniques like factor analysis [38] and independent component analysis [25] are also applied in PAE. In addition to stereo signals, PAE can also be extended to deal with multichannel signals [39].

Motivated by the fact that the primary and ambient components in stereo signal model are usually linearly mixed [10], the problem of PAE for stereo audio signals can be solved using linear estimation based approaches. For the signal model, the extracted primary or ambient component is expressed as a weighted sum of the left and right channels of the stereo signal. Using this paradigm, we derive the optimal weightings for four approaches, namely, PCA, LS, minimum leakage LS (MLLS), and minimum distortion LS (MDLS). This is followed by a comparative study on the extraction results and performance evaluation of these approaches.
On the other hand, we found that the performance of these linear estimation based PAE approaches (PCA is used as an example) is severely degraded in complex cases when the assumptions for the signal model are unmet. For example, when the primary component is not completely correlated at zero lag, significant error can be found in the extracted primary component, as well as inter-channel time difference (ICTD) and inter-channel level difference (ICLD) of the extracted primary component [35]. The differences in the ICTD and ICLD cues between the extracted primary component and true primary component can lead to erroneous sound localization. To address this problem in ambient extraction, a normalized least-mean-square approach was proposed in [26]. Our analysis in [35] argues that the degraded performance is caused by the ignored ICTD and the resulting low correlation of the primary components. Therefore, we applied a time-shifting operation prior to the PCA decomposition (or other approaches) in PAE to increase the correlation of primary component of the stereo signal.

The rest of this report is organized as follows. In Chapter 2, we review the stereo signal model, and the key assumptions of the stereo signal model. Subsequently, a linear estimation based framework on PAE and three groups of performance measures [29] are presented in Chapter 3. Chapter 4 discusses several approaches applied in PAE. In Chapter 5, the performance degradation of PAE using PCA (as an example) in primary-complex case is first discussed. To alleviate the problem, shifted PCA based PAE is introduced. Theoretical analysis in these two chapters is validated using experiments, respectively. Finally, we suggest a few possible future works for PAE in Chapter 6 and conclude this work in Chapter 7.

### 1.3 Contributions

The main original contributions of this report are:

1. Based on the current PCA and LS approaches, the linear estimation framework for PAE is formulated.

2. An objective evaluation system with three groups of measures to quantify the extraction performance of PAE is introduced.

3. Minimum leakage LS and minimum distortion LS have been derived in PAE, and a comprehensive comparison among PCA, LS, and the proposed approaches is performed.

4. The remaining problems of current PAE approaches when applied in more practical cases are investigated. For the most common primary-complex case, the shifted PCA based PAE is introduced and further verified.
2. STEREO SIGNAL MODEL

In this chapter, we first introduce the basic stereo signal model and its key assumptions. In general, a stereo signal model [10] consists of two parts: (i) a directional component referred as the primary component; and (ii) a diffused component referred as the ambient component. Denoting the time-domain left and right input signals as $x_l, x_r$, we can express the stereo signal model as:

$$x_l = p_L + a_L, \quad x_r = p_R + a_R. \quad (1)$$

This stereo signal model assumes that the primary and ambient components in the left and right channels are correlated and uncorrelated, respectively. The correlation coefficient between $x_l$ and $x_r$ is defined as follows:

$$\phi_r(\tau) = r(\tau) / \sqrt{r(\tau)r(\tau)} . \quad (2)$$

where $r(\tau)$ is the correlation between $x_l$ and $x_r$ at lag $\tau$. Two signals are considered correlated when $\max |\phi_r(\tau)| = 1$; uncorrelated when $\max |\phi_r(\tau)| = 0$; and partially correlated when $0 < \max |\phi_r(\tau)| < 1$.

Correlated primary component satisfies one of the following conditions [2]: (i) amplitude panned, i.e., $p_R = k p_L$, where $k$ is the primary panning factor (PPF); (ii) time shifted, i.e., $p_R(n) = p_L(n + \tau)$, where $p_R(n)$ is the $n$th sample in $p_R$ and $\tau$ is the inter-channel time difference (ICTD); and (iii) amplitude panned and time shifted, i.e., $p_R(n) = k p_L(n + \tau)$. In [10], the correlated primary component is assumed to be amplitude panned and uncorrelated with ambient component. Considering the diffuseness of ambience, power of the ambience is relatively balanced in the two channels of the stereo signal. To quantify the power difference between the primary and ambient components, we introduce the primary power ratio (PPR) $\gamma$, which is defined as the ratio of total primary power to total signal power in two channels:

$$\gamma = P_{pt} / (P_{pt} + P_{at}). \quad (3)$$

where $P_{pt}$ and $P_{at}$ denote the total power of the primary and ambient components in two channels, respectively. From (3), it is clear that PPR ranges from zero to one. Summarizing the assumptions for the stereo signal model, we have

$$p_R = k p_L, \quad a_L \perp a_R, \quad p_L(p_R) \perp p_L(p_R). \quad (4)$$

$$P_{pt} = k^2 P_{pt}, \quad P_{at} = P_{at} = P_a. \quad (5)$$

where $P_{pt}$ denotes the signal power and $\perp$ represents two signals are uncorrelated. Given any stereo input signal that fulfills the above conditions, we can relate the auto-correlation and cross-correlation at zero-lag to the power of these components as

$$r_{ll} = x_l^T x_l = N P_{pt}, \quad r_{rr} = x_r^T x_r = N k^2 P_{at}, \quad r_{lr} = x_l^T x_r = N k P_{at}. \quad (6)$$

where $T$ is the transpose operator and $N$ is the number of samples in one frame of the stereo signal. From (6)-(8), the PPF and PPR of the stereo signal model are

$$k = \frac{r_{rr} - r_{ll}}{2 r_{lr}} \sqrt{\frac{(r_{rr} - r_{ll})^2}{2 r_{lr}}} + 1, \quad (9)$$

$$\gamma = \frac{2 r_{lr} + (r_{rr} - r_{ll})k}{(r_{rr} + r_{ll})k}. \quad (10)$$

The primary component is panned to the right channel for $k > 1$ and to the left channel for $k < 1$. In spatial audio, the PPF is closely related to inter-channel level difference (ICLD). Only the primary or ambient component is found in the stereo signal for $\gamma = 1$ or $\gamma = 0$, respectively. In other words, the primary component becomes more prominent as $\gamma$ increases. In following chapters, we shall see that PPF and PPR are useful parameters to compute the extraction results of primary and ambient components, as well as to evaluate the performance of the approaches in PAE.
3. LINEAR ESTIMATION MODEL AND PERFORMANCE MEASURES

In this chapter, we first investigate the linear estimation model applied in PAE. Three groups of performance measures are also introduced to provide a comprehensive evaluation of the extraction performance of various PAE approaches.

3.1 Linear estimation model in PAE

In this report, we examine the blind extraction of primary and ambient components from stereo input signal. Inspired by the mixing signal model given in (1), we address the PAE problem using a linear estimation model, where the primary and ambient components in both channels are estimated as a weighted sum of the two channels of the stereo signal. The primary and ambient components are expressed as

\[
\hat{p}_L = w_{pl} x_L + w_{pr} x_R, \quad \hat{p}_R = w_{rl} x_L + w_{rr} x_R,
\]

\[
\hat{a}_L = w_{al} x_L + w_{ar} x_R, \quad \hat{a}_R = w_{rl} x_L + w_{rr} x_R,
\]

(11)

where \( \hat{p}_L, \hat{p}_R, \hat{a}_L, \hat{a}_R \) are the estimated primary and ambient components in the left and right channels, respectively; and \( w_{(\cdot)} \) is the estimated weight of the extracted component in a specific channel for a specific estimated component, where the first, middle, and last letter of the subscript denote the left ("L") or right ("R") channel of the extracted component, the primary ("p") or ambient ("a") component being extracted, and the channel of the input signal, respectively. By rewriting (11) in matrix form, we have

\[
\begin{bmatrix}
\hat{p}_L^T \\
\hat{p}_R^T \\
\hat{a}_L^T \\
\hat{a}_R^T
\end{bmatrix}
= \begin{bmatrix}
w_{pl} \\
w_{pr} \\
w_{al} \\
w_{ar}
\end{bmatrix}
\begin{bmatrix}
x_L^T \\
x_R^T \\
x_L^T \\
x_R^T
\end{bmatrix}
= W
\begin{bmatrix}
x_L^T \\
x_R^T \\
x_L^T \\
x_R^T
\end{bmatrix}
\]

(12)

With this formulation, the PAE problem now becomes the estimation of weighting matrix \( W \), where the first and last two rows of \( W \) are the extraction weights for the primary and ambient components, respectively. The weights in \( W \) are crucial to the extraction performance. Hence, before deriving the optimal weights, we first introduce three groups of measures to evaluate the performance of the linear estimation based PAE approaches. The first two groups measure the extraction accuracy of the extracted components whereas the third group quantifies the accuracy of the spatial cues in two channels.

3.2 Performance measures for primary components

In the first group of measures, we shall introduce a few performance scores to quantify the extraction error. By considering the widely used error measure between the extracted primary component in channel \( i \) ("L" or "R") \( \hat{p}_i \) and the true component \( p_i \), we have

\[
\epsilon = \hat{p}_i - p_i.
\]

(13)

Based on (13), we compute the error-to-signal ratio (ESR), which is defined as the ratio between the power of extraction error and the power of the true primary component:

\[
\text{ESR}_p = \frac{\epsilon^2}{p_i^2}.
\]

(14)

Note that ESR is equivalent to the normalized mean square error (NMSE).

Based on (11), the general form of \( \hat{p}_i \) can be expressed as

\[
\hat{p}_i = w_{ip} x_L + w_{ir} x_R,
\]

(15)

where \( w_{ip} \) and \( w_{ir} \) are the elements in the first and second row of \( W \), respectively, depending on the channel represented by \( i \).

Based on the assumptions stated in (4) and substituting (1) into (15), we have

\[
\hat{p}_i = \left( w_{ip} p_L + w_{ip} p_R \right) + \left( w_{ip} a_L + w_{ip} a_R \right)
= w_{ip} p_i + \left( w_{ip} a_L + w_{ip} a_R \right)
= p_i + \left( w_{ip} - 1 \right) p_i + \left( w_{ip} a_L + w_{ip} a_R \right),
\]

(16)

where \( w_{ip} \) is the weight of \( p_i \) in the extracted component \( \hat{p}_i \), and can be expressed as...
Substituting (16) into (13), the extraction error $\varepsilon$ becomes

$$
\varepsilon = \begin{cases} 
{w_{ip}}_L + k{w_{ip}}_R, & i = L \\
-k^{-1}{w_{ip}}_L + {w_{ip}}_R, & i = R 
\end{cases} 
$$

(17)

In the second group of measures, we compute the extraction similarity between the extracted primary component and the true primary component using the cross correlation coefficient at zero lag. We referred to this measure as the extraction-to-true signal correlation (ETSC) [29]:

$$
ETSC_p = \frac{p^T \hat{p}}{\sqrt{P_p^T \hat{p}^* \hat{p}^T \hat{p}}}. 
$$

(20)

Higher correlation indicates higher similarity and better extraction of $\hat{p}_i$. By combining the measures of extraction error and extraction similarity in these two groups, a comprehensive evaluation of the extraction accuracy for the primary components can be obtained.

In the third group of measures, we consider the spatial cues of the extracted primary components in the stereo signal. There are three widely used spatial cues for the primary components, namely, the inter-channel cross-correlation coefficient (ICC), ICTD, and ICLD. These cues are used to evaluate the sound localization accuracy of the extracted primary components [21, 12]. There has been many studies to estimate ICTD after the coincidence model proposed by Jeffress (see [40]-[41] and references therein). Based on the classical model proposed by Jeffress [40], the ICC at different time lags is first calculated and the lag number that has the maximum ICC would be the estimated ICTD. Inter-channel level difference is obtained by taking the difference of power between the right and left channel signals. It shall be noted that the influence of different frequencies on these cues is ignored since no frequency dependency is taken into account in the stereo signal model and the linear estimation model.

### 3.3 Performance measures for ambient components

Similar performance measures as the primary components can be obtained to quantify the performance of ambience extraction. The extraction error is quantified in the first group. First, we obtain the extraction error between the extracted ambient component $\hat{a}_i$ and the true ambient component $a_i$:

$$
\varepsilon = \hat{a}_i - a_i. 
$$

(21)

Similarly, ESR for the ambient component can be computed:

$$
ESR_{Ai} = \frac{P_{\hat{a}_i}}{P_{a_i}}. 
$$

(22)

Based on (11), the general form of $\hat{a}_i$ is expressed as

$$
\hat{a}_i = w_{iR}x_L + w_{iL}x_R, 
$$

(23)

where $w_{iR}$ and $w_{iL}$ are the elements in the third or fourth row of $\mathbf{W}$. Substituting the signal model in (1) and assumptions in (4) into (23), we arrive at

$$
\hat{a}_i = \begin{cases} 
{w_{iR}}_L + {w_{iL}}_R, & i = L \\
{w_{iL}}_R + {w_{iR}}_L, & i = R 
\end{cases}
$$

where $j$ represents the counterpart channel of $i$. Substituting (24) into (21), the extraction error $\varepsilon$ is written as

$$
\varepsilon = \begin{cases} 
{w_{iR}}_L - 1, & i = L \\
{w_{iL}}_R - 1, & i = R 
\end{cases} 
$$

$$
\varepsilon = \begin{cases} 
{w_{iR}}_L, & i = L \\
{w_{iL}}_R, & i = R 
\end{cases} 
$$

(24)

(25)

where the three parts in $\varepsilon$: $e_{Ds} = \begin{cases} w_{iR} - 1, & i = L \\
\hat{a}_i, & i = R 
\end{cases}$, $e_{In} = \begin{cases} w_{iL} - 1, & i = L \\
\hat{a}_i, & i = R 
\end{cases}$, and $e_{Lk} = \begin{cases} w_{iR} - 1, & i = L \\
\hat{a}_i, & i = R 
\end{cases}$ are the distortion, interference, and leakage, respectively. The distortion comes from the extraction weight $w_{iR}$. We consider the ambient component $a_i$ to be completely
extracted and hence distortionless if \( w_{iwi} = 1 \). Interference \( \epsilon_{in} \) is produced by the uncorrelated ambient in the other channel \( a_j \), and the leakage \( \epsilon_{lk} \) for the extracted ambient component originates from true primary components \( p_L \) and \( p_R \). Again, these three error components are quantified by the ratio of their power to the power of true ambient signal, as DSR, interference-to-signal ratio (ISR), and LSR, respectively:

\[
\begin{align*}
\text{DSR}_{AI} &= P_{e_{in}} / P_{a_i} = P_{(w_{iwi} - 1)_{a_i}} / P_{a_i} = (w_{iwi} - 1)^2, \\
\text{ISR}_{AI} &= P_{e_{in}} / P_{a_i} = P_{w_{iwi}a_i} / P_{a_i} = w_{iwi}^2, \\
\text{LSR}_{AI} &= P_{e_{lk}} / P_{a_i} = P_{w_{iwi}p_L + w_{iwi}p_R} / P_{p_i}. 
\end{align*}
\]  

(26)

A similar decomposition of the error components with their corresponding measures can be found in [42]. Comparing our measures of extraction error for primary components and ambient components, we find that no interference is found in the extracted primary components due to the complete correlation of the primary components. All measures between primary and ambient components extraction are very similar, except ISR. Error-to-signal ratio measures the overall error of the extracted component, and these additional three measures would provide more information on the evaluation of the extraction performance. In particular, LSR corresponds to the perceptual difference between the primary and ambient components. Since leakage is generally much more noticeable and undesirable than interference or distortion in the extracted signals, LSR is generally the most critical measure among the three. Nevertheless, more consideration should be placed on DSR when sound level or timbre is crucial.

In the second group of measures, we also use ETSC to determine the extraction similarity between the extracted ambient component and the true ambient component:

\[
\text{ETSC}_{AI} = \frac{\hat{a}_i^T \hat{a}_i}{\sqrt{a_i^T a_i \hat{a}_i^T \hat{a}_i}}. 
\]  

(27)

Higher correlation indicates higher similarity and better extraction of \( a_i \). By combining the measures of extraction error and extraction similarity in these two groups, a comprehensive evaluation of the extraction accuracy for ambient components can be obtained.

As the ambient component is assumed to be uncorrelated in both channels, we consider ICC and ICLD for the extracted ambient components in the third group of measures. ICC is a good measure of the diffuseness of the stereo signal [43]. Since the ambience is diffused and relatively balanced in the two channels of the stereo signal, a better extraction of the ambience is obtained when the ICC is lower and the ICLD is closer to one.
4. PRIMARY-AMBIENT EXTRACTION BASED ON LINEAR ESTIMATION

Following the discussion in Chapter 3, we shall derive the optimal weights in \( W \) for PAE of stereo signals. In this chapter, we assume that the input signal satisfies all the assumptions discussed in Chapter 2. Next, we will discuss four approaches, namely, PCA, LS, MLLS, and MDLS, with different objectives to estimate the weights for the extraction of the primary and ambient components. Finally, we compare the performance of these four PAE approaches.

4.1 Primary-ambient extraction using PCA

Principal component analysis is a widely used method in multivariate analysis [36]. The central idea of PCA is to linearly transform the data set into orthogonal principal components with descending variances. PCA was introduced to solve the PAE problem in [30]. A geometric representation of PCA based PAE is illustrated in Fig. 4.1. Based on the stereo signal model, PAE using PCA decomposition can be mathematically described as [29]:

\[
\begin{align*}
\mathbf{u}_0 &= \arg \max_{\mathbf{u}} \left( \| \mathbf{u}_0^T \mathbf{x}_L \|^2 + \| \mathbf{u}_0^T \mathbf{x}_R \| \right), \\
\mathbf{u}_1 &= \arg \min_{\mathbf{u}} \left( \| \mathbf{u}_1^T \mathbf{x}_L \|^2 + \| \mathbf{u}_1^T \mathbf{x}_R \| \right), \text{ s.t. } \mathbf{u}_0 \perp \mathbf{u}_1,
\end{align*}
\]

where \( \mathbf{u}_0, \mathbf{u}_1 \) are the primary and ambient basis vectors that maximize and minimize the total projection energy of the input signal vectors, respectively. A closed-form solution of (28) can be obtained by eigenvalue decomposition of the input covariance matrix [10].

![Figure 4.1 A geometric representation of PAE using PCA.](image)

In general, primary component possesses more power than ambience, i.e., \( \gamma > 0.5 \). Hence, it is common practice to relate the larger eigenvalue to the primary component and the smaller eigenvalue to the ambience. In the following, we shall observe that this assumption is redundant. First, we find the larger eigenvalue and its corresponding primary basis vector

\[
\lambda_0 = 0.5 \left[ \nu_{LL} + \nu_{RR} + \sqrt{(\nu_{LL} - \nu_{RR})^2 + 4\nu_{LR}^2} \right],
\]

\[
\mathbf{u}_0 = \nu_{LR} \mathbf{x}_L + (\lambda_0 - \nu_{LL}) \mathbf{x}_R.
\]

Next, we compute the extracted primary components as

\[
\hat{\mathbf{p}}_L = \mathbf{u}_0^T \mathbf{x}_L / \mathbf{u}_0^T \mathbf{u}_0, \quad \hat{\mathbf{p}}_R = \mathbf{u}_0^T \mathbf{x}_R / \mathbf{u}_0^T \mathbf{u}_0.
\]

Using (6)-(10), the expressions for the extracted primary components can be simplified to

\[
\hat{\mathbf{p}}_L (\text{PCA}) = \frac{1}{1 + k^2} (\mathbf{x}_L + k \mathbf{x}_R), \quad \hat{\mathbf{p}}_R (\text{PCA}) = k \hat{\mathbf{p}}_L (\text{PCA}) = \frac{k}{1 + k^2} (\mathbf{x}_L + k \mathbf{x}_R).
\]

Similarly, the extracted ambient components are obtained as

\[
\hat{\mathbf{a}}_L (\text{PCA}) = \frac{k}{1 + k^2} (\mathbf{x}_L - \mathbf{x}_R), \quad \hat{\mathbf{a}}_R (\text{PCA}) = -\frac{1}{k} \hat{\mathbf{a}}_L (\text{PCA}) = -\frac{1}{1 + k^2} (\mathbf{x}_L - \mathbf{x}_R).
\]

From (32)-(33), we observe that the weights for the extracted primary and ambient components are solely dependent on PPF, and the primary and ambient components extracted by PCA are not affected by PPR. The primary components are correlated and scaled by \( k \) between the right and left channels, while the ambience is negatively correlated and panned to the opposite direction of the
primary components, as indicated by the scaling factor \(-1/k\). Rewriting the expressions of the extracted primary and ambient components in (31)-(32) using the true primary and ambient components, we have

\[
\hat{p}_l (\text{PCA}) = p_l + \frac{1}{1+k^2}(a_l + ka_R), \quad \hat{p}_r (\text{PCA}) = p_r + \frac{k}{1+k^2}(a_l + ka_R),
\]

(34)

\[
\hat{a}_l (\text{PCA}) = \frac{k^2}{1+k^2}a_l - \frac{k}{1+k^2}a_R, \quad \hat{a}_r (\text{PCA}) = \frac{1}{1+k^2}a_R - \frac{k}{1+k^2}a_l.
\]

(35)

No primary components are found in (35), indicating that the expressions for the extracted primary and ambient components in (34) and (35) are not inter-changeable. Thereby, the basis vector with larger variance always corresponds to the primary component regardless of the power difference between the primary and ambient components. This observation shows that the assumption that primary component power is always higher than ambience power is redundant. However, if this assumption is not satisfied in the stereo signal, the extraction error is more likely to increase, as can be seen from (34).

### 4.2 Primary-ambient extraction using LS

Least-squares is frequently used to approximate solutions of over-determined systems. According to the stereo signal model, Faller introduced LS to extract the primary and ambient components by minimizing the MSE of the extracted component [37]. Considering the extraction of the primary component in the left channel:

\[
\hat{p}_l = w_{lpl}x_l + w_{lpr}x_r = (w_{lpl} + k w_{lpr})p_l + w_{lpl}a_l + w_{lpr}a_R.
\]

(36)

The extraction error can then be written as

\[
\varepsilon_{p_l} = \hat{p}_l - p_l = (w_{lpl} + k w_{lpr} -1)p_l + w_{lpl}a_l + w_{lpr}a_R,
\]

(37)

and the MSE is

\[
J = E[\varepsilon_{p_l}^T \varepsilon_{p_l}].
\]

(38)

By substituting the assumptions and relationships in the signal model stated in (3)-(5) and (37) into (38), the MSE becomes

\[
J = P_p \left\{ \frac{1+(k^2+1)\frac{1-\gamma}{2\gamma}}{1+k^2} \right\} w_{lpl}^2 + \left\{ \frac{k^2+(k^2+1)\frac{1-\gamma}{2\gamma}}{1+k^2} \right\} w_{lpr}^2 - 2w_{lpl}w_{lpr}w_{lpl} - 2kw_{lpr}w_{lpl} + 2kw_{lpl}w_{lpr} + 1 \right\}.
\]

(39)

An example of the two-dimensional MSE function for \(\hat{p}_l\) is shown in Fig. 4.2. The bottom of the bowl shape curve corresponds to the minimum MSE and optimal weights. Hence, the optimal weights can be easily obtained by taking the gradients of \(J\) with respect to \(w_{lpl}, w_{lpr}\) and equating their results to zero. The optimal weights for LS are

\[
w_{lpl}(\text{LS}) = \frac{2\gamma}{1+\gamma} \frac{1}{1+k^2}, \quad w_{lpr}(\text{LS}) = \frac{2\gamma}{1+\gamma} \frac{k}{1+\gamma}.
\]

(40)
Similarly, the optimal weights for the extraction of the remaining components can also be derived. The extracted primary and ambient components using LS can be expressed as

\[
\hat{p}_L (LS) = \frac{2\gamma}{1+\gamma} \frac{1}{1+k^2} (x_L + k x_R) , \quad \hat{p}_R (LS) = \frac{2\gamma}{1+\gamma} \frac{k}{1+k^2} (x_L + k x_R),
\]

(41)

\[
\hat{a}_L (LS) = \frac{1+k^2+(k^2-1)\gamma}{1+\gamma} \frac{1}{1+k^2} x_L - \frac{2\gamma}{1+\gamma} \frac{k}{1+k^2} x_R ,
\]

(42)

\[
\hat{a}_R (LS) = -\frac{2\gamma}{1+\gamma} \frac{k}{1+k^2} x_L + \frac{1+k^2+(1-k^2)\gamma}{1+\gamma} \frac{1}{1+k^2} x_R .
\]

From (41)-(42), we observe that the weights for the extracted primary and ambient components are not only dependent on PPF, but also related to PPR. However, the panning relationship in the extracted primary component is not found in the extracted ambience.

### 4.3 Primary-ambient extraction using MLLS

As discussed in Chapter 3, three types of error may be found in the extracted components, namely, the distortion, the interference, and the leakage. As both the distortion and interference come from the true component in the two channels, they may exhibit some similarity with the true component, and making them less likely to be detected by the listener when mixed in the extracted component. Conversely, the leakage is the most undesirable as the leakage is usually the most perceptually noticeable among the three errors. Having this in mind, priority should be given to the minimization of the leakage in the extraction process. The relative leakage power can be quantified by the leakage-to-extracted signal ratio (LeSR), and is given as

\[
\text{LeSR}_p = \frac{P_{\text{in}}}{P_a} , \quad \text{LeSR}_a = \frac{P_{\text{in}}}{P_a} .
\]

(43)

By minimizing ESR using the constraint that extracted component has the minimum relative leakage, the minimum leakage least squares is obtained. Again, considering the extracted primary component in the left channel, we have

\[
\hat{p}_L = w_{\text{lep}} x_L + w_{\text{lep}} x_R = \left( w_{\text{lep}} + k w_{\text{lep}} \right) p_L + w_{\text{lep}} a_L + w_{\text{lep}} a_R ,
\]

(44)

and the leakage comes from the ambient component. Using (43)-(44), the LeSRWL is computed:

\[
\text{LeSR}_{WL} = \frac{\left( w_{\text{lep}}^2 + w_{\text{lep}}^2 \right) P_a}{\left( w_{\text{lep}} + k w_{\text{lep}} \right)^2 P_a + \left( w_{\text{lep}}^2 + w_{\text{lep}}^2 \right) P_a} .
\]

(45)

Minimizing LSIRWL with respect to \( w_{\text{lep}}, w_{\text{lep}} \), we find

\[
w_{\text{lep}} = k w_{\text{lep}}.
\]

(46)

Next, we find the extraction error:

\[
\varepsilon = \hat{p}_L - p_L = \left( w_{\text{lep}} + k w_{\text{lep}} - 1 \right) p_L + w_{\text{lep}} a_L + w_{\text{lep}} a_R .
\]

(47)

By substituting (46) into (47), the error becomes

\[
\varepsilon = \hat{p}_L - p_L = \left[ (1+k^2) w_{\text{lep}} - 1 \right] p_L + w_{\text{lep}} a_L + k w_{\text{lep}} a_R .
\]

(48)

Using (16), the ESRWL is expressed as

\[
\text{ESR}_{WL} = \frac{\left[ (1+k^2) w_{\text{lep}} - 1 \right]^2 P_a}{P_p} + \left( w_{\text{lep}}^2 + k^2 w_{\text{lep}}^2 \right) P_a .
\]

(49)

By minimizing ESRWL, we arrive to

\[
w_{\text{lep}} (MLLS) = \frac{2\gamma}{1+\gamma} \frac{1}{1+k^2} .
\]

(50)

Substituting (50) into (46), we then have

\[
w_{\text{lep}} (MLLS) = \frac{2\gamma}{1+\gamma} \frac{k}{1+k^2} .
\]

(51)

Finally, we can express the left channel primary component extracted by MLLS as

\[
\hat{p}_L (MLLS) = \frac{2\gamma}{1+\gamma} \frac{1}{1+k^2} (x_L + k x_R) ,
\]

(52)

and using the same steps as discussed above, the remaining components are given as
\[
\hat{p}_n \quad (\text{MLLS}) = \frac{2\gamma}{1+\gamma} \frac{k}{1+k^2} (x_l + kx_r).
\]

\[
\hat{a}_l \quad (\text{MLLS}) = \frac{k}{1+k^2} (kx_l - x_r), \quad \hat{a}_r \quad (\text{MLLS}) = -\frac{1}{1+k^2} (kx_l - x_r).
\]

Comparing the extraction results of MLLS with those using PCA and LS, we notice that MLLS combines the extracted primary component from LS and the extracted ambient component from PCA. This is because by having the same minimum leakage in the extracted primary component as PCA, only LS possess the minimum error. On the other hand, the severe primary leakage problem in ambience extracted using LS is not found in PCA. Thus, it is clear that MLLS extracts both the primary and ambient components with minimal leakage and error.

### 4.4 Primary-ambient extraction using MDLS

Inspired by the popular minimum variance distortionless response (MVDR) filter \[44\], the minimum distortion least squares can be applied in PAE by minimizing the extraction error ESR using the constraint that the extracted component is undistorted. Mathematically, we can express it as follows

\[
\min \ ESR \ \text{s.t.} \ w_p^T \omega = 1.
\]

With (55), the solution to (48) for each extracting component is easily found to be

\[
\hat{p}_L \quad (\text{MDLS}) = \frac{1}{1+k^2} (x_l + kx_r), \quad \hat{p}_R \quad (\text{MDLS}) = \frac{k}{1+k^2} (x_l + kx_r).
\]

\[
\hat{a}_L \quad (\text{MDLS}) = x_l - \frac{2k\gamma}{(k^2 - 1)\gamma + k^2 + 1} x_r, \quad \hat{a}_R \quad (\text{MDLS}) = -\frac{2k\gamma}{(1-k^2)\gamma + k^2 + 1} x_l + x_r.
\]

### 4.5 Comparison and discussion

In this subsection, we shall compare the relationships and differences of the extraction results as well as the performance among the four PAE approaches, namely, PCA, LS, MLLS, and MDLS.

Comparing the expressions for the extracted primary components in (32), (41), (52)-(53), and (56), we observe that the primary component extraction results of MDLS and MLLS are identical with the results of PCA and LS, respectively. This indicates that PCA extracts the primary component with minimum distortion and error, while LS leads to minimum leakage and error in the extracted primary component. The primary components extracted using PCA and LS are both panned by PPF between the two channels, revealing that the PPF is faithfully retained in the extracted primary components. A scaling difference is noticed between the primary components extracted by PCA and by LS, i.e.,

\[
\hat{p}_{L(R)} \quad (\text{LS}) = \alpha_p \hat{p}_{L(R)} \quad (\text{PCA}),
\]

where the scaling factor \(\alpha_p = 2\gamma/(1+\gamma)\) is a function of PPR. Since \(\gamma \in [0,1]\), \(\alpha_p\) is smaller or equal to one suggests that the primary component extracted by LS has lower power than the component extracted using PCA for all values of PPR, except PPR=1.

Considering the ambient extraction of PCA, LS, MLLS, and MDLS described by (33), (42), (54), and (57), respectively, MLLS has the same performance as PCA which extracts the ambient component with minimum leakage from the primary component. The difference between the ambient components extracted by MDLS and LS is also a scaling factor, which is given as

\[
\hat{a}_{L(R)} \quad (\text{LS}) = \alpha_{aL(R)} \hat{a}_{L(R)} \quad (\text{MDLS}).
\]

As compared to (58), the scaling factor is different for the left and right channels.

In the following section, a comparative analysis of PAE using PCA, LS, MLLS, and MDLS is presented. Here, we summarize the results of the performance measures obtained with the left channel in Table 4-1. For the stereo signal model, it is noted that all the measures for the left and right channel in PAE are symmetrical, and therefore, the measures for the right channel can be obtained by replacing the PPF with its reciprocal. It is clear from Table 4-1 that the performance of PCA, LS, MLLS, and MDLS are highly dependent on PPR and PPF. A higher PPR in PAE indicates higher accuracy in extracting the primary component as the errors (ESRPL, LSRPL) become smaller and the extracted primary component is more similar to the true primary component (as shown by ETSCPL). Generally speaking, ESRPL in LS is observed to be lower than that in PCA since \((1-\gamma)/2\gamma \leq (1-\gamma)/(1+\gamma)\), and similar observations are also found with LSRPL. The distortion measure DSRPL = 0 indicates that primary component extracted using PCA and MDLS is free of distortion, while the distortion in LS and MLLS increases as PPR decreases. Hence, LS and MLLS extract primary components with minimum leakage and error at the expense of introducing some distortion in the extracted primary components. All the approaches discussed in this section extract primary component without interference. For the spatial cues
Section 4.6 Experimental results

A series of simulations are conducted to validate the theoretical analysis presented in earlier sections. In these simulations, a speech signal is selected as the primary component and uncorrelated white Gaussian noise with equal variance in two channels is synthesized as ambience. To simulate different panning to the left, middle, and right, the primary component is amplitude panned to the right channel by letting \( k = 0.2, 1, \) and \( 5 \), respectively. Subsequently, the input stereo signals are obtained by linearly mixing

\[
\begin{align*}
\text{Ambient component:} & \quad \frac{1}{1+k^2} & \quad \frac{1}{1+k^2} & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\text{PCAPD} & \quad \frac{1}{1-k^2} & \quad \frac{1}{1-k^2} & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\text{LSPD} & \quad 0 & \quad 0 & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\text{DAS} & \quad \frac{k^2}{1+k^2} & \quad \frac{k^2}{1+k^2} & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\text{ICLDPD} & \quad \frac{1}{1-k^2} & \quad \frac{1}{1-k^2} & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\text{ICLD} & \quad 0 & \quad 0 & \quad \frac{2\gamma}{(k^2-1)\gamma+k^2+1} \\
\end{align*}
\]

(ICC\(_p\), ICLD\(_p\)) of the primary component, all four approaches are capable of preserving the spatial information in the extracted primary components.

Significant differences in the measures of the extracted ambient components are found among PCA, LS, MLLS, and MDLS. Considering the extraction accuracy of the ambient component, we observe that ESR\(_{AL}\) in LS is the smallest. The measure LSR\(_{AL}\) = 0 in PCA indicates that no primary components are leaked into the extracted ambient component. By contrast, certain amount of primary leakage is found in ambient component extracted using LS or MDLS. Among the four approaches, only MDLS extracts ambience without distortion, and PCA or MLLS has the worst performance in this respect. Based on ETSC\(_{AL}\), the ambient component extracted by LS and MDLS tends to be more similar to the true ambient than PCA and MLLS. Although none of the approaches produce uncorrelated and balanced ambience, the best performance on this regard is achieved using LS.

By assuming the input signal satisfies all the assumptions discussed in Chapter 2, PPF and PPR can be correctly estimated using (9) and (10), respectively. We found the four approaches perform well in extracting the primary component from the stereo signal. All of these approaches produce zero interference in the extracted primary component; smaller ESR and LSR are found in LS and MLLS, while PCA and MDLS extract the primary component free from distortion. Inferior performance is found for ambient extraction using these four approaches. While LS produces slightly better results in most of the performance measures, the extracted ambient component using PCA and MLLS exhibits zero primary leakage, and only the ambience extracted using MDLS is undistorted. Due to the limitation of the linear estimation, it is impossible to obtain a perfectly uncorrelated and balanced ambience using linear estimated based PAE approaches. Therefore, some post-processing techniques such as decorrelation [45] and post-scaling [37] should be applied to further enhance the extracted ambience.

4.6 Experimental Results
the primary and ambient components based on PPR, ranging from zero to one. Four approaches discussed in this chapter are employed to extract primary and ambient components from the synthesized stereo signals. Finally, the performance of PAE using these approaches is evaluated based on the performance measures introduced in Chapter 3. Furthermore, some practical recommendations in the application of these approaches are also discussed based on the evaluation and comparison.

The simulation results of PAE using PCA, LS, MLLS, and MDLS are shown in Figs. 4.3–4.6. The plots in Fig. 4.3 revealed that the estimated PPR and PPF are almost the same as the true PPR and PPF. Since the extraction results of primary component are identical for PCA and LS with MDLS and MLLS, respectively, only the performance results of primary component extraction using PCA and LS are shown in the following. The extraction accuracy of primary component in both channels \((k=5)\) is compared in Fig. 4.4. As PPR increases, the extraction error given by \(\text{ESR}_{P_i}\) and \(\text{LSR}_{P_i}\) reduces, and the extraction similarity given by \(\text{ETSC}_{P_i}\) increases in both channels. While most of the values of \(\text{LSR}_{P_i}\) and \(\text{ETSC}_{P_i}\) in PCA and LS are identical, it is observed that \(\text{ESR}_{P_i}\) in LS is relatively lower than that in PCA, which indicates that LS is superior to PCA in extracting the primary component in terms of MSE between the extracted primary component and true primary component. On the other hand, the distortion of primary component extracted using LS is high when PPR is low, while no distortion is found with PCA.

![Figure 4.3 Comparison of PCA (or MDLS) and LS (or MLLS) in primary component extraction \((k=5)\). Legend in (a) applies to all plots.](image1)

![Figure 4.4 Estimation of PPF and PPR.](image2)

The performance for the ambience extraction in both channels \((k=5)\) is illustrated in Fig. 4.5. Unlike the primary component extraction, the performance of ambient extraction in two channels has significant variation in the four approaches. Since ambience is relatively stronger in the left channel as compared to primary component, the performance of ambience extraction in the left channel is better than that in the right channel. As compared with that in the right channel, the performance of ambience extraction in the left channel is quite similar among the four approaches. It is found that LS has lower extraction error (as shown by \(\text{ESR}_{AR}\)) and higher extraction similarity (as shown by \(\text{ETSC}_{AR}\)), PCA (or MLLS), and MDLS can completely remove the leakage and distortion, respectively. The extraction error including leakage and interference of the extracted ambience in the left channel using MDLS is obviously much higher than those of the other methods. Figure 4.6 presents the results of the localization parameters. It is
found that the ICC, ICTD, and ICLD of the primary component extracted by PCA and LS are very close to the true values. However, none of these approaches are able to extract uncorrelated and balanced ambience when \( k \neq 1 \).

From (59), the difference between PCA and LS in extracted primary component is given by a scaling factor. This scaling factor is solely dependent on PPR, which is determined by the power difference between true primary and ambient components in every block as the input signal is usually divided into small blocks before PAE. In the case of stationary primary and ambient components, the scaling factor is almost constant and leading to similar PAE performance in PCA and LS. When considering the non-stationary primary component such as speech, this operation leads to noticeable difference between the extracted components using PCA and LS. An example to illustrate the variation of the scaling factor in a signal is shown in Fig. 4.7. It is observed that the scaling factor is fluctuating according to the power difference between primary and ambient components. The scaling factor rises close to one when primary component power is comparably stronger than the relatively constant ambient power. Likewise, the scaling factor drops to zero when the primary component becomes weak. This indicates that PCA and LS behave similarly when primary component is dominant, and only LS extracts weak primary component at the ambient-dominant periods of the signal. As a result, LS has low ESR\(_p\) but the extracted primary component may have some discontinuity and more distortion. A tradeoff approach to reduce the distortion in the primary component extracted by LS is to slow down the fast changes of the scaling factor using a forgetting factor in the recursive computation of scaling factor.

Figure 4.5 Comparison of PCA (MLLS), LS and MDLS in ambient extraction (k=5). Legend in (1a) applies to all plots.

Figure 4.6 Comparison of spatial cues in PAE using PCA, LS, MLLS, and MDLS.
Several guidelines on the applications of these approaches for PAE can be drawn from our previous analysis and discussions. The selection of the best PAE approach is generally based on the post-processing techniques and playback systems, associated with the specific audio application, as well as audio content and user preference. In some spatial audio enhancement systems where the extracted primary or ambient component are summed with the original signal to emphasize the extracted component, accurate extraction of the primary or ambient component becomes the key consideration. For such systems, MLLS is preferred as the leakage becomes the most important performance consideration. MLLS is also suggested when different rendering and playback techniques are employed on the extracted primary and ambient components. In the case where both primary and ambient components are extracted, processed, and finally mixed together, then the extraction error becomes more critical and LS is recommended. In cases like spatial audio coding and interactive audio in gaming, where the primary component is usually more important than ambient component, PCA would be a better choice. For hi-fidelity applications where timbre is of high importance, such as in musical applications, MDLS is more suitable.
5. PRIMARY-AMBIENT EXTRACTION IN PRIMARY-COMPLEX CASE

It is unlikely for any stereo input signal to fulfill all the assumptions of the stereo signal model discussed in Chapter 2. Several new cases can be defined by relaxing one or more of the assumptions of the stereo signal model. In this chapter, we focus our discussion on one of the most frequent case which has a partially correlated primary component at zero lag. For the rest of this chapter, we shall refer this case as the primary-complex case. In this chapter, performance of the PCA based PAE is evaluated in primary-complex case. Next, time shifted PCA based approach is introduced to improve the extraction performance.

5.1 Primary-ambient extraction in primary-complex case

Based on the signal model in (1), by considering a partially correlated primary component, the correlation coefficient of the primary component becomes

\[ \phi_p = \frac{\mathbf{p}_L^H \mathbf{p}_R}{\sqrt{\mathbf{p}_L^H \mathbf{p}_L} \sqrt{\mathbf{p}_R^H \mathbf{p}_R}} < \mathbf{a}_L \perp \mathbf{a}_R, \mathbf{p}_L (\mathbf{p}_R) \perp \mathbf{a}_L (\mathbf{a}_R), \]  

(60)

The zero-lag auto-correlation and cross-correlation of the input signal are

\[ r_{LL} = P_p + P_a, r_{RR} = k^2 P_p, P_a = P_a, \gamma \in (0.5,1). \]  

(61)

and hence the estimated PPF and PPR are

\[ \hat{k}_{pc} = k = \phi_p \frac{r_{RR} - r_{LL}}{2r_{LR}} + \sqrt{k \left( \phi_p \frac{r_{RR} - r_{LL}}{2r_{LR}} \right)^2} + 1, \]  

(63)

\[ \hat{\gamma}_{pc} = \gamma = \frac{2r_{LR} + \phi_p (r_{RR} - r_{LL}) \hat{k}_{pc}}{\phi_p (r_{RR} + r_{LL}) \hat{k}_{pc}}. \]  

(64)

Good estimates of PPF and PPR require a priori knowledge of the primary correlation \( \phi_p \). However, the primary correlation may not be available at all times. To find a solution to this problem, we shall revisit the solutions that are obtained in the ideal case. By substituting (62) in (9)-(10), we can find the ratio difference between the estimated PPF, PPR and true PPF, PPR, respectively as

\[ \frac{\hat{k}_{pc}}{k} = \frac{k^2 - 1}{2\phi_p k^2} + \sqrt{\frac{k^2 - 1}{2\phi_p k^2} + 1}, \]  

(65)

\[ \frac{\hat{\gamma}_{pc}}{\gamma} = \frac{\sqrt{(k^2 - 1)^2 + 4\phi_p^2 k^2}}{k^2 + 1}. \]  

(66)

With reference to (65) and (66), the ratio differences of PPF and PPR estimated in the primary-complex with respect to the correlation of the primary component are illustrated in Fig. 5.1. It is observed that PPF is wrongly estimated when \( k \neq 1 \), and PPR is often underestimated. Furthermore, the accuracy of the estimation of PPF and PPR increases as the correlation of the primary component increases. It is interesting to note when the panning is weaker, the estimated PPF is closer to the true values whereas estimated PPR, on the contrary, becomes less accurate. The inaccuracy of PPF and PPR results in the ICLD of the primary component to be incorrect and lower extraction performance.

Next, we analyze the performance of PCA based PAE in primary-complex case. The analysis can be directly extended to other linear estimation based approaches. Note that we mainly focus on the degradation of the extraction performance caused by the partially correlated primary component rather than the estimation error in PPF and PPR. For this reason, the estimation error of PPF and PPR is ignored in this analysis. First, we rewrite (32)-(33) using the true primary and ambient components:

\[ \hat{\mathbf{p}}_L (\text{PCA}) = \mathbf{p}_L + \frac{-k}{1 + k^2} (\mathbf{k}_{L} - \mathbf{n}_L) + \frac{1}{1 + k^2} (\mathbf{a}_L + k \mathbf{a}_R), \]  

(67)

\[ \hat{\mathbf{p}}_R (\text{PCA}) = \mathbf{p}_R + \frac{1}{1 + k^2} (\mathbf{k}_R - \mathbf{n}_R) + \frac{k}{1 + k^2} (\mathbf{a}_L + k \mathbf{a}_R), \]  

(68)
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\[ \hat{a}_L (\text{PCA}) = \frac{k^2}{1+k^2} a_L + \frac{k}{1+k^2} (kn_L - n_r) + \frac{-k}{1+k^2} a_R, \]  
\[ \hat{a}_R (\text{PCA}) = \frac{1}{1+k^2} a_R + \frac{-1}{1+k^2} (kn_L - n_r) + \frac{-k}{1+k^2} a_L, \]

where interference signals of the primary components \( n_L \perp n_R \) are the uncorrelated components decomposed from the input primary components \( p_L, p_R \). These interferences, caused by the partial correlation of the primary component, incur additional error as compared to the extraction results using PCA in the ideal case (where primary component is correlated at zero lag and there is no interference). Additional leakages are found in the extracted ambient component, which are the interferences from the primary components.

The amount of primary interference power is related to primary correlation. In the following, we evaluate the performance of PCA based PAE in primary-ambient extraction. Since there is only a panning factor difference between primary component in the left and right channel, we can easily compute the measures for the two channels by using the PPF and its reciprocal, respectively. Here, we summarize the results of the performance measures of the PCA based PAE in primary-ambient case obtained with the left channel in Table 5-1.

It is clear from Table 5-1 that the accuracy measures (ESR and ETSC) are affected by the correlation of the primary components \( \phi_p \). Within the three specific error measures, ISR for the extracted primary component and LSR for the extracted ambient component are affected by \( \phi_p \), and hence cause the degradation of the extraction performance. To illustrate how the extraction accuracy is influenced by \( \phi_p \), six measures in Table 5-1 having PPF = 3 and PPR at [0.2, 0.5, 0.8] are plotted in Fig. 5.2. Our observations on the extraction accuracy are as follows. In the ideal case where \( \phi_p = 1 \), the primary and ambient components are extracted with relative little error and high similarity to original primary component. As \( \phi_p \) decreases, the extracted primary and ambient components are found to possess more errors and lower similarity for all values of PPR. It is also found from Table 5-1 that ICC and ICTD in the primary component are always one and zero, respectively. These values imply that the ICTD of the primary component is completely lost after extraction. The ICLD of the primary component can only be retained when PPF is accurately estimated. Therefore, it is concluded that the performance of PCA based PAE is degraded when primary component becomes partially correlated at zero lag.

5.2 Time shifted PCA in primary-ambient extraction

Many primary components in most stereo audio signals are time-shifted and amplitude panned and such primary components have low correlation at zero lag. In the previous subsection, it is shown that the performance of PAE is considerably degraded by the low correlation of primary component at zero lag. Moreover, the ICTD of the primary component is completely lost after the extraction.
To overcome these issues, we propose a novel time-shifted PCA (SPCA) based PAE. Some preliminary results are reported in [35]. A block diagram of the proposed SPCA based PAE is shown in Fig. 5.3. This approach aims to retain the ICTD in the extracted primary component, and to enhance the performance of PAE as the primary component becomes more correlated. In SPCA based PAE, the stereo input signal is first time-shifted according to the estimated ICTD of the primary component before the PAE operation. Subsequently, the extracted primary and ambient samples are then time-shifted back using the estimated ICTD.

Suppose the input signal is shifted in the right channel and denote the ICTD as $\tau$, we can express the expressions for each sample in the extracted components as

$$
\hat{p}_L(j) = \frac{1}{1+k^2}\left[ x_L(j) + k x_R(j-\tau) \right], \quad \hat{p}_R(j-\tau) = \frac{k}{1+k^2}\left[ x_L(j) + k x_R(j-\tau) \right].
$$

$$
\hat{a}_L(j) = -\frac{k}{1+k^2}\left[ k x_L(j) - x_R(j-\tau) \right], \quad \hat{a}_R(j-\tau) = -\frac{1}{1+k^2}\left[ k x_L(j) - x_R(j-\tau) \right].
$$

Based on Jeffress's model [40], the lag number corresponds to the maximum ICC at various lags is considered as the estimated ICTD. Note that the conventional PAE is a special case of shifted PAE when ICTD is zero. Actually, the ICC of the stereo input signal is used as a representative of ICC of the primary component to estimate the ICTD of the primary component. The validity lies in the uncorrelated property of the ambient, which shall still be uncorrelated even if it is shifted. Thus, we can compute the shifted correlation coefficient of the mixed signal using the shifted correlations and represent it as a function of primary correlation for every lag:

$$
\phi_\ell(\tau) = \frac{P_{\hat{p}_L,\hat{p}_R}}{\sqrt{P_{\hat{p}_L,\hat{p}_L} P_{\hat{p}_R,\hat{p}_R}}} \phi_\ell(\tau) = A \phi_\ell(\tau).
$$

where $\beta = \sqrt{1 + \left(\frac{2k}{1+k^2}\right)^2 \left(\frac{1}{\phi_p^2} - 1\right)} - 1$.

<table>
<thead>
<tr>
<th>Measures</th>
<th>Primary component</th>
<th>Ambient component</th>
</tr>
</thead>
<tbody>
<tr>
<td>ESR</td>
<td>$\frac{1-\gamma}{2\gamma} + \frac{2k^4}{(1+k^2)^2} \left(1 - \phi_p\right)$</td>
<td>$\frac{2k^4}{(1+k^2)^2} \left(1 - \gamma\right) \left(1 - \phi_p\right) + \frac{1}{1+k^2}$</td>
</tr>
<tr>
<td>LSR</td>
<td>$\frac{1-\gamma}{2\gamma}$</td>
<td>$\frac{2k^4}{(1+k^2)^2} \left(1 - \gamma\right) \left(1 - \phi_p\right)$</td>
</tr>
<tr>
<td>ISR</td>
<td>$\frac{2k^4}{(1+k^2)^2} \left(1 - \phi_p\right)$</td>
<td>$\frac{k^2}{(1+k^2)^2}$</td>
</tr>
<tr>
<td>DSR</td>
<td>0</td>
<td>$\left(1+k^2\right)^2$</td>
</tr>
<tr>
<td>ETSC</td>
<td>$\sqrt{\frac{4\gamma}{2 + \left(1+k^2\right) \beta} \left(1 + \beta + \gamma\right)}$</td>
<td>$\sqrt{\frac{1 - \gamma \beta}{1 + \beta - \gamma}} \frac{k^2}{1+k^2}$</td>
</tr>
<tr>
<td>ICLD</td>
<td>$k^2$</td>
<td>$k^2$</td>
</tr>
<tr>
<td>ICC(ICTD)</td>
<td>1(0)</td>
<td>1</td>
</tr>
</tbody>
</table>
Since the power of the primary or ambient component does not change much after time-shifting, A is usually a constant. Therefore, the lag number \( \tau_o \) that corresponds to the maximum ICC of the mixed signal \( \phi_x(\tau) \) would be the lag number for the ICC of the primary component \( \phi_p(\tau) \) to achieve its maximum correlation. Hence, the ICTD of the primary component is estimated as this lag number.

Time-shifting of the input stereo signal can be a very effective pre-processing technique to retain the ICTD in the primary component, and enhance the PAE performance for the primary-complex case, assuming that the ICTD is correctly estimated. From Lord Rayleigh’s Duplex theory, it is well known that ICTD and ICLD together account for the localization of the sound. Hence, we can inter-adjust and inter-calibrate the estimation of ICTD and ICLD for different scenarios. A detailed study on the estimation of ICTD and ICLD in complex cases is discussed in [46].

When the lags shifted in two successive blocks are not the same, proper mapping strategy are required in output mapping for the extracted primary or ambient components. Normally we will encounter overlapped samples when ICTD in the successive block is smaller and gapped samples when ICTD becomes larger, as shown in Fig. 5.4(a) and 5.4(b), respectively. To maintain the ICTD, a straightforward mapping method is to leave the gapped samples to zero but averaging the overlapped samples in a cross-fading manner. However, switching artifacts are perceived in the gapped fields but hardly found in the overlapped fields after some testing. Therefore, all the successive blocks shall be overlapped to avoid the switching noise. To achieve this, the hop size of the

---

Figure 5.2 Performance of PCA based PAE in primary-complex case with varying \( \phi_p \) according to the results in Table 5-1 (k = 3). (a) \( ESR_{PL} \); (b) \( ISR_{PL} \); (c) \( ETSC_{PL} \); (d) \( ESR_{AL} \); (e) \( LSR_{AL} \); (f) \( ETSC_{AL} \). Legend in (c) applies to all plots.

Figure 5.3 Block diagram of shifted PCA based primary component extraction.
block shall be set smaller than the block size such that no gapped samples can be found even when the ICTD increase is maximum. An illustration of the proposed overlapped output mapping strategy for the extracted components is depicted in Fig. 5.5. We shall find that however the ICTD changes, the two successive blocked are ensured to be non-gapped.

![Diagram of output mapping strategy](image)

Figure 5.4 Conventional output mapping strategy.

![Diagram of proposed overlapped output mapping strategy](image)

Figure 5.5 Proposed overlapped output mapping strategy.

5.3 Experimental results

To validate the performance of the proposed SPCA based PAE, a number of simulation and subjective listening experiments are conducted. The results for the shifted PCA shall be discussed in the following. Some other test results can be found in [47]. Again, a speech is selected as the primary component which is amplitude panned by a factor of 3 and time shifted by 40 time units, both to the right channel, while ambience is uncorrelated and balanced white Gaussian noise. Subsequently, the primary and ambient components are linearly mixed based on PPR, ranging from 0 to 1. PCA and shifted PCA are employed to extract primary and ambient components from the synthesized stereo signal. Note that the normalized correlation of the tested primary component at zero lag is 0.1676, which is increased to one after shifting the mixed signal according to estimated ICTD. The unity correlation implies that the primary component is completely correlated in shifted PCA.
The performance measures of PCA and shifted PCA are shown in Figs. 5.6-5.9. In Fig. 5.6, there is significant error in the estimation of PPF and PPR in PCA, which is correctly extracted in the shifted PCA. Figure 5.7 summarizes the performance measure of primary component extraction using PCA and shifted PCA. Although the measures for the right channel are highly similar between PCA and shifted PCA, significant reduction of ESR and a higher ETSC are found in the left channel for shifted PCA when PPR is high ($\gamma \geq 0.5$). The improvement of shifted PCA in primary component extraction lies in the removal of interference error as shown in Fig. 5.8(c), though its ambient leakage in the left channel is slightly more than the case in PCA, as shown in Fig. 5.8(b).

Based on the observations of Fig. 5.9, shifted PCA extracts the ambience with less error (ESR) and higher similarity (ETSC) than PCA in the left channel, while in the right channel, the performance of shift PCA is very close to PCA. As can be found in Fig. 5.9 (a)-(c), the improvement lies in the reduction of primary leakage (LSR) though the interference (ISR) increases a bit. In terms of
the spatial feature of the extracted primary component, shifted PCA outperforms PCA by extracting primary component having ICTD and ICLD values closer to the true primary component, as shown in the Fig. 5.9. As in the ideal case, both approaches fail to extract an uncorrelated and balanced ambience. This drawback lies in the limitation of PCA, which is mathematically a linear transformation. Therefore, some post-processing techniques like decorrelation [41] and post-scaling [20] can be applied to further render the extracted ambience.

Figure 5.8 Performance comparison of ambient extraction using PCA and SPCA. (a) ESR, (b) LSR, (c) ISR, (d) ETSC. The legend in (a) applies to all plots.

Figure 5.9 Performance comparison of localization parameters in PAE using PCA and SPCA. Legend in (a) applies to all plots.
In another experiment, we tested the extraction of a panning matchbox sound that is mixed with uncorrelated noise. The plots in Fig. 5.10 present the short-time cross-correlation of the original primary component, mixed signal, and primary component extracted by PCA and primary component extracted by shifted PCA. The position of the peaks on the mesh of these plots represents the direction of the primary components. The distinct panning pattern of original primary component in Fig. 5.10(a) is lost after mixing with uncorrelated ambience, as shown in Fig. 5.10(c). Comparing the correlation of extracted primary component using PCA and shifted PCA, we can easily verify that shifted PCA preserves the spatial imagery of the primary component from the mixed stereo signal, which is not observed in PCA as shown in Fig. 5.10(b). In addition to these objective measures, our informal subjective listening experiments also revealed that shifted PCA performs better than PCA in PAE in terms of extraction accuracy and better localization of the primary components.

![Figure 5.10 Short-time interaural cross-correlation function. (a) Original primary component; (b) stereo signal with mixed primary and ambient components; (c) extracted primary component using PCA; (d) extracted primary component using shifted PCA. Block size is 4000 samples with 50% overlap.](image)
6. FUTURE WORK

It can be seen from current literature that primary-ambient extraction plays an important role in spatial audio to create the ultimate immersive audio experience. To extract the primary and ambient components, it requires rather a clear yet mathematically describable definition of these components. On this regard, a signal model is often introduced so that mathematical solutions can be derived and the extraction performance can further be evaluated. The signal model should be as close to the real signals (recordings, movie audio, gaming audio, etc.) as possible, since mismatch between the input signal and the signal model will lead to significant degradation of the extraction performance (as can be seen in our discussion in Chapter 5). Basically, two directions of the further research can be from the perspectives of the signal model and the real input signals.

On one hand, we are working on extending and generalizing the signal model so that the model can better match practical cases. In current work, linear estimation based PAE approaches are derived based on the basic stereo signal model discussed in Chapter 2. By taking the time difference of the primary components into consideration, we develop the time-shifted PAE approaches (e.g. SPCA), as discussed in Chapter 5. However, in many applications of spatial audio, concurrent sound sources from different directions are also frequently encountered. In such a case, SPCA which corresponds to one direction is therefore problematic. One widely used solution to resolve this problem is to apply the PAE approaches in subband, assuming that one subband accounts for one direction only. The subband approach may inherently distort the original timbre of the primary components. From another perspective, we may extend the SPCA (and other time shifted PAE approaches) from one single shift to multiples shifts, to account for multiple sound sources defined in the primary components and their associated ICTDs. This effort can lead to the development of a multi-shift PCA (MSPCA) to extract the primary and ambient components. The general structure of the MSPCA is shown in Fig. 6.1. First, several ICTDs are estimated from the stereo input signal. Next, the input signal is time-shifted according to the estimated ICTDs. For every ICTD, PCA is applied to obtain the extracted primary components from the shifted signals. Finally, the extracted primary components are accordingly mapped, weighted and summed to obtain the final output of the extracted primary components. It shall be noted that the weightings can be selected based on the significance level of each shifted version of the input signal, and the reduction of the extraction error. Optimal filtering and even adaptive filtering based approaches are of great interest in future work on this regard. Furthermore, incorporating acoustic modeling and psychoacoustic testing would help improve PAE and create a better spatial audio for human.

![Diagram of Stereo input signal and Primary components](image)

**Figure 6.1 Typical structure of MSPCA (MSPCA-T).** Input signal $X = \{x_L, x_R\}$; $\tau_i$ is the $i$th estimated ICTD; $X_i$ and $\hat{P}_i$ are the corresponding shifted signal and extracted primary components, respectively. The final output of the extracted primary components is denoted by $\hat{P}$.

On the other hand, gaining more information on the input signal will provide us a better understanding of the primary and ambient components and a more accurate stereo model can be developed. This requires further study of the audio features [48], [49] of the input signal as well as the statistical or mathematical interpretation of the primary and ambient components, which may change in different circumstances [50]. For examples, in stereo signal case, the primary and ambient components are discriminated based on correlation between the left and right channels. In the case of multichannel signals, this needs to be adjusted and requires more consideration [39]. However, this definition will not hold for single channel case as there is no inter-channel relationship. On this note, intra-channel differences are to be studied and it requires some different decomposition like non-negative matrix factorization [38]. With different cases identified, appropriate approaches can be applied in PAE for arbitrary input.
From the relation of PAE problem with other research problems, we may gain some more insights. For example, independent component analysis (ICA) can be used to separate independent primary components from the ambience. When only the extraction of primary components is of interest, some noise reduction approaches might be applied. In the case ambience of greater interest such as the extraction of reverberation, the method to model the reverberation can be employed to extract ambience. Sound localization techniques, though are only interested in the direction of the sound sources, can also be used hand in hand with PAE. Furthermore, acoustic modeling and psychoacoustic testing would help improve PAE and create a better spatial audio for human.

In summary, we can see that to design a robust PAE algorithm, there is still much research to be conducted. A brief illustration of the PAE processing is shown in Fig. 6.2. Generally, a detection and classification process is required to gain enough knowledge about the blind input signal. After that, some pre-processing techniques are applied. In the pre-processing stage, scaling, time shifting, grouping, and even transformation techniques are often found to be useful. Subsequently, appropriate PAE approaches shall be applied where some self-examination and adjustment can be included. For a complete spatial audio system, post-processing techniques are usually essential depending on the application. Normally, accurate localization of the sound events and realistic rendering of the sound environment are basic requirements of a spatial audio system. Additional requirements may be introduced by various applications. For example, a better front-back discrimination and externalization shall be the target of 3D headphone system. For loudspeaker system like i3D, crosstalk cancellation and sound level adjustment should be considered.

![Figure 6.2 Block diagram of a complete and robust PAE based 3D audio system.](image-url)
7. CONCLUSIONS

In this report, we presented a brief review of the primary-ambient extraction approaches applied in spatial audio. We found that PAE are essential to create an immersive 3D audio experience. In our current work, we revisited the problem of PAE of stereo signals using linear estimation approaches. Based on the stereo signal model, we formulated the PAE problem as a weighting matrix estimation framework. Under this framework, we discussed three groups of performance measures and derived the optimal solutions for PCA, LS, MLLS, MDLS, and ALS, as well as their relationship and differences among these approaches. In particular, PCA was found to be identical with MDLS in terms of extracting primary components with minimum distortion; and LS is identical with MLLS in its ability to extract primary component with minimum extraction error. The ambient leakage in the extracted primary components is minimized for all four approaches. The only difference between extracted primary components derived from PCA and LS is a scaling factor, which is solely related to PPR. All the approaches discussed in this report yield better primary component extraction when PPR is higher, which is on the contrary for ambience extraction. In ambience extraction, PCA (and also MLLS), LS, and MDLS minimize the relative leakage, error, and distortion, respectively. Based on our discussions in this report, different PAE approaches can be applied depending on the characteristics and requirements of the application.

While accurate extraction of primary and ambient components using PCA was found in the ideal case. The conventional PAE approaches exhibited severe performance degradation in primary-complex case. The estimations for PPF and PPR were derived with the additional priori knowledge of primary correlation. However, the primary correlation is usually unavailable. The proposed shifted PAE method overcomes the problem by appropriately time-shifting input signals prior to the conventional PCA based PAE. This technique corrects the ICTD and ICLD of the extracted primary component, and reduces the extraction error as well as increasing the extraction similarity. These theoretical results are found to be consistent with our simulation results and informal subjective listening experiments. Moreover, the shifted PCA based PAE is simple, efficient, and yet effective.

Finally, we discussed the future research work that shall be continued in the context of designing a better and more robust PAE method. We also find audio recognition, classification, pre-processing, and post-processing techniques are essential in producing a better spatial audio.
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