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Abstract This paper presents two convolutional neural networks (CNN) and their training strategies for skin detection. The first CNN is VGG based network and the other is network in network (NiN) architecture which is the modification of Inception Block. These CNNs are trained by patch based and image based methods which focus local features and overall shape respectively. Proposed CNNs yield better performance than the conventional methods and the other deep learning based method.

MOTIVATION

- Skin detection is to find skin pixels, which is one of the important pre-processing steps in many image processing and computer vision.
- Specifically, skin detection is used for image enhancement, face and human detection, gesture analysis, pornographic contents filtering, surveillance systems.
- Skin detection is considered a challenging problem due to diverse variations such as change of illumination, skin color variations of races and makeup, and skin-like backgrounds.

ALGORITHM

- NiN architecture is composed of modified inception module\(^1\) to adjust skin detection which is composed of 20 convolutional layer.
- The other architecture is VGG based network which consists of 3 x 3 kernels stacking 20 convolutional layer.
- Training strategies are also proposed, namely patch based method and image based method.
- In summary, four CNN approaches are proposed.

EXPERIMENTAL RESULTS

Figure 2. Comparison of ROC curves on ECU, Pratheepan and VT-AAST.

Table 1. Evaluation on ECU, Pratheepan and VT-AAST datasets at peak F-measure.

- Proposed methods achieve higher quantitative performance than other conventional methods including graph and deep learning methods.
- Proposed NiN architecture with image based training method yields robust results on illumination variation input by learning a human shape information.
- Proposed patch based strategy yields more precise skin-maps by learning a skin texture information.

CONCLUSION

- We have proposed two deep neural network architectures: VGG and NiN based ones, and we have also proposed two training schemes: patch-based and whole-image-based methods.
- Proposed CNNs outperform the conventional methods that are based on graph representation, and auto-encoder based deep learning method.
- The NiN architecture generally works better than the VGG network for the skin detection, though the NiN needs less parameters than the VGG.
- The whole-image-based training finds the human shape features better so that it is robust to illumination and color variations
- The patch-based method finds skin texture very well so that it can reject the skin-colored background when it has different texture from the skin.