
Cluster Quality

• Silhouette values is used to quantify the quality of clusters. Each

sample has a Silhouette value

where 𝑎(𝑖) is the average dissimilarity of sample 𝑖 with respect

to other samples in the same cluster and 𝑏(𝑖) is the lowest

average dissimilarity of sample 𝑖 with respect to any other

cluster not containing 𝑖.

• 𝑠 𝑖 = +1 sample 𝑖 is well matched to its own cluster
• 𝑠 𝑖 = −1 sample 𝑖 is assigned to the wrong cluster

• Results show that Iterative-SC has

• Highest average Silhouette score
• Less negative Silhouette scores

• So, Iterative-SC produces clusters with better quality

Spectral Clustering of I-Vectors

Step1 Compute a pairwise PLDA score matrix S from n

training i-vectors:

𝑠𝑖𝑗 = 𝑆mPLDA 𝒙𝒊, 𝒙𝒋 , 𝑖, 𝑗 = 1, … , 𝑛.

Step 2 Convert S to a adjacency matrix A with elements:

where 𝑠amax is the absolute maximum in S.

Step 3 Compute a Laplacian matrix:

where D is a diagonal matrix with elements 𝑑𝑖𝑖 =
σ𝑗=1
𝑛 𝑎𝑖𝑗.

Step 4 Pack K eigenvectors of L with the smallest eigen-

values to form 𝐕 = 𝐯1, … , 𝐯𝐾 ∈ ℝ𝑛 ×𝐾 .

Step 5 Normalize the row of V:

Step 6 Apply K-means to the n rows of V.

Background

Unsupervised Domain Adaptation for Gender-Aware PLDA Mixture Models
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Introduction

• PLDA is still problematic when (1) the model is deployed to

new environment (in-domain) that is very different from the

training one (out-of-domain) and (2) there are insufficient

labeled data from the new environment.

• This paper proposes using out-of-domain training data to

pre-train a PLDA mixture model and applying the mixture

model on the in-domain training data to compute a

pairwise score matrix for spectral clustering. The

hypothesized speaker labels produced by spectral

clustering are then used for re-training the mixture model

to fit the new environment.

• Experiments on NIST 2016 SRE demonstrate the

effectiveness of the proposed framework compared with

agglomerative hierarchical clustering (AHC).

Results
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• Performance of PLDA mixture models on SRE16 using different

speaker clustering methods and with and without covariance

matrix interpolation (Cov. Interp.)

SRE16-Dev SRE16-Eval

Iteration EER(%) minDCF EER(%) minDCF

1 17.12 0.812 18.72 0.952

2 16.31 0.789 15.32 0.883

3 15.79 0.751 13.62 0.829

4 15.68 0.774 12.79 0.798

5 15.04 0.799 12.73 0.779

6 15.74 0.782 13.03 0.792

7 15.79 0.788 13.34 0.801

• Performance of the iterative retraining method for different

numbers of iterations on SRE16-dev and SRE16-eval

Row
Clustering 

Method

Followed 

by Cov. 

Interp.

SRE16-Dev SRE16-Eval

EER(%) minDCF EER(%) minDCF

1
Euclid-

AHC
N 19.54 0.937 18.68 0.932

2
Cosine-

AHC

N 18.23 0.862 16.37 0.846

3 Y 16.36 0.818 14.12 0.832

4
Iterative-

SC

N 15.04 0.799 12.73 0.779

5 Y 15.21 0.809 12.60 0.816

DNN-mPLDA.
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DNN-driven mixture of PLDA (DNN-mPLDA):

DNN

AHC-Euclid AHC-Cosine Iterative-SC
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