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Background
• Voice Conversion
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Background
• Voice Conversion

• Previous method (Disentanglement-based)
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Assumption: Speech information consists of speaker style and content information.
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Background
• Voice Conversion

• Shortages

Speaker A
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Speech X

Speaker A Style

Content X

Fixed Size of Content information

Distanglement is incomplete

DRVC
• Speech Distanglement

• Two encoders
• Speaker Style Encoder: 𝐸𝑆
• Content Encoder: 𝐸𝐶𝑜𝑛
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Speech X
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𝐸𝑆

𝐸𝐶𝑜𝑛

{𝑥𝑐 , 𝑥𝑠} = {𝐸𝐶𝑜𝑛(𝑋), 𝐸𝑆(𝑋)}
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DRVC
• Speech Distanglement

• Generator 𝐺

Speaker A
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Speech 𝒙
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Content Y

𝐺

𝑥 = 𝐺 𝑦𝑐 , 𝑥𝑠 = 𝐺( 𝐸𝐶𝑜𝑛 𝑌 , 𝐸𝑆 𝑋 )

DRVC
• Two Stage Conversion

• First Conversion
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DRVC
• Two Stage Conversion

• Second Conversion
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DRVC
• Loss Function

• Cycle Loss

Qiqi Wang (Virtual) 12

Speaker A

Speaker B

Speech ෝ𝒙

Speech ෝ𝒚

Speech 𝒙

Speech 𝒚

Speech X

Speech Y

ℒ𝑐𝑦𝑐𝑙𝑒 = 𝐸𝑥,𝑦[ ෝ𝒙 − 𝑋 + ||ෝ𝒚 − 𝑌||]
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DRVC
• Loss Function

• Same Loss
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ℒ𝑠𝑎𝑚𝑒 = 𝐸[ 𝒚𝒄 − 𝒙𝒄 + |𝒙𝒄 − 𝒚𝒄|] + 𝐸[ 𝒙𝒔 − 𝒙𝒔 + |𝒚𝒔 − 𝒚𝒔|]
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DRVC
• Loss Function

• Domain Loss
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DRVC
• Loss Function

• Adversarial Loss
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Experiments
• Data

• VCC2018
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Experiments
• Result

• MCD & MOS
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Experiments
• Result

• Human Evaluation
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Experiments
• Result

• Ablation experiments
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Conclusion
• Contribution

• We propose a end-to-end framework, DRVC, to address the untangle 
overlapping problem without circumspection choose the content sizes.

• Both the subjective and objective results show our model has better 
performance.
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Thanks for you listening
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