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INntroduction Architecture

Fourier spectrogram uniformly depicts the sound using a S ——

particular temporal and spectral resolution.

The proposed model analyzes the joint spectro-temporal

patterns of the sound at various resolutions to decipher /
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The first stage 1s Implemented using the 1-D CNN to
similarly behave as a spectrum estimator.

The second stage 1s Implemented using the 2-D CNN to
analyze the joint spectral-temporal contents of the sound.
In order to extract information embedded In different
resolutions, we use two 1-D CNNs, whose kernels are
with different lengths, in parallel in the first stage.
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Fig.1. The proposed architecture

Pre-training and Experiment setting(1)

Proposed model is an end-to end model and exhibits
random permutation on the kernel-index axis according to
the learned weights In the 1st stage. We pre-trained a model
consisting of only 1-D CNN.

* The first stage consists of two paralleled 1-D CNNs with kernels of different lengths which can thought as impulse
responses of filters, determines the frequency bandwidth of the analysis bands.
* The ’Inception’ module Is used to expand the width of the model to simulate multi-resolution analysis on the graph
using 2-D kernels with different sizes which extract useful spectro-temporal patterns, which might include the
harmonic structure, temporal continuity, and other melody related patterns.
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