
Pre-training and Experiment setting(2)
• The proposed second stage will 

automatically produce suitable 2-D kernels 

with pre-training strategy.

Fig.4. The spectrogram like graph with different 

kernel and with/without pre-training method

Architecture

Fig.1. The proposed architecture

• The first stage consists of two paralleled 1-D CNNs with kernels of different lengths which can thought as impulse 

responses of filters, determines the frequency bandwidth of the analysis bands.

• The ’Inception’ module is used to expand the width of the model to simulate multi-resolution analysis on the graph 

using 2-D kernels with different sizes which extract useful spectro-temporal patterns, which might include the 

harmonic structure, temporal continuity, and other melody related patterns.
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Introduction
• Fourier spectrogram uniformly depicts the sound using a 

particular temporal and spectral resolution.

• The proposed model analyzes the joint spectro-temporal 

patterns of the sound at various resolutions to decipher 

pitch.

• The first stage is implemented using the 1-D CNN to 

similarly behave as a spectrum estimator. 

The second stage is implemented using the 2-D CNN to 

analyze the joint spectral-temporal contents of the sound.

• In order to extract information embedded in different 

resolutions, we use two 1-D CNNs, whose kernels are 

with different lengths, in parallel in the first stage.

Pre-training and Experiment setting(1)
Proposed model is an end-to end model and exhibits 

random permutation on the kernel-index axis according to 

the learned weights in the 1st stage. We pre-trained a model 

consisting of only 1-D CNN.

Fig.2. Magnitude response of 1-D CNN with kernel length 64

(left) initial weights from pre-training, (right) the final weights

Fig.3. Magnitude response of 1-D CNN

(left) kernel length 64, (right) kernel length 960

Result
• Performs the best in terms of the OA 

score on MIR-1k, iKala, and MIREX05 

datasets but not on ADC2004 and 

MedleyDB datasets. 

• The reason is that the proposed model 

was trained using singing melody such 

that it probably couldn’t detect instru-

mental melody very well.

Fig.5. Midi pitch (left) predict (right) truth


