Motivation

• The common used per-point loss in existing methods focuses on the average geometric similarity, but ignores the spatial consistency constraint and cannot capture the visual perceptual differences between segmentation output and ground truth.

• Two segmentation results with the same geometric similarity may have distinctly different visual perception quality.

Introduction

• A segmentation adversarial framework PPSAN is proposed to segmentation and labeling point cloud. With a perceptual loss provided by the discriminator, the quality of visual perception of segmentation results is concerned.

• We extend the PPSAN to the conditional setting, i.e. cPPSAN, which will further direct the segmentation and labeling process and produce more reasonable labeling results.

• Experimental results show that the proposed method can correct three common types of segmentation and labeling errors. Thus, more reasonable and better segmentation prediction results of visual perceptual quality can be obtained.

Overview

• The network architecture consists of segmentator and discriminator.

Segmentator extracts point feature and predicts the part label for each point, which is similar to the existing point cloud segmentation networks. Discriminator is added, and takes the ground truth and segmentation prediction results as inputs respectively. The output of discriminator is reasonable prediction, which can determine whether the input of discriminator is a predicting result or the ground truth.

Training

• The training of discriminator network

\[ L_D = \sum_{n=1}^{N} \left[ l_{bce}(D(x_n, y_n), 1) + \lambda l_{bce}(D(x_n, S(x_n)), 0) \right] \]

\( S(\cdot) \) denotes the output of segmentation network and is the output of Discriminator network. \( D(\cdot) \) is the output of Discriminator network. \( l_{bce} \) represents the perceptual loss of input part label maps.

• The training of segmentator network

\[ L_S = \sum_{n=1}^{N} \left[ l_{mce}(S(x_n), y_n) + \lambda l_{bce}(D(x_n, S(x_n)), 1) \right] \]

where, \( l_{mce}(\cdot, \cdot) \) denotes the per-point loss that computed by multi-class cross-entropy loss for segmentation prediction \( y \). \( l_{bce} \) represents the perceptual loss obtained by using segmentation prediction as the input of discriminator.

• When the PPSAN implements in condition settings, becoming cPPSAN.

\[ L_D = \sum_{n=1}^{N} \left[ l_{bce}(D(x_n, 1), 1) + l_{bce}(D(x_n, S(x_n)), 0) \right] \]

\[ L_S = \sum_{n=1}^{N} \left[ l_{mce}(S(x_n), y_n) + \lambda l_{bce}(D(x_n, S(x_n)), 1) \right] \]

Where, \( i \) is the object category label, encoding in one-hot vector.

Experiments

We evaluate our framework in two settings, with or without global constraint, and compare the results with state-of-the-art methods in quantitative and qualitative.
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