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Objective

Evaluate the performance of different training targets for deep 

neural network (DNN) speech enhancement based on noise 

prediction

Compare the performance of the speech enhancement systems 

based on noise prediction to that of a conventional SE system 

based on prediction of clean speech. 

Noise Prediction Rationale

The speech signal is dominated by the noise at average SNR 

lower than 0dB

 Learn a mapping between the noisy signal input and the added 

noise [1]

The noisy signal phase is dominated by the phase of the noise 

at low SNR values

 Use the noisy signal phase to reconstruct the noise

System Block Diagram

In the training phase, the network learns a mapping between the 

noisy input spectra and a noise target

In the enhancement phase, an estimate of the added noise is 

reconstructed, and the noise-free speech is obtained by time 

domain subtraction

Training Targets
1. Log Magnitude Spectrum (LogFFT)

 STFT magnitude spectrum is log compressed

2. Fourier Magnitude Spectrum Mask (FFT-MASK)

 Ratio of the noise and noisy speech magnitude spectra

where N(t,ω) and X(t,ω) are respectively the magnitude 

spectra of the added noise and noisy speech

3. Noise Ratio Mask (NRM)

where N2(t,ω) and S2(t,ω) are respectively the added noise 

and speech power spectral densities.

 Equivalent to a frequency domain square root Wiener filter

Results

Summary

Results

STOI scores for  proposed and NAT systems in seen noise
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Observations

Spectrograms of Noisy and Clean Speech Signals

(a)  20dB SNR (b) -5dB SNR
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Experiments

Noise-free speech and noise data were obtained from the IEEE 

Corpus and non-speech sound database respectively

Training datasets of about 50 hours were made by adding 50 noise 

types to clean speech; testing was done with 10 noise types

Performance of noise prediction models compared to that of a 

conventional, noise-aware trained (NAT) [2], speech prediction 

model

PESQ scores for  proposed and NAT systems in seen noise

PESQ scores for  proposed and NAT systems in unseen noise

STOI scores for  proposed and NAT systems in unseen noise

In seen noise:

• The noise prediction models, in general, perform well in 

enhancing the intelligibility of noisy speech

• The NRM model performs best among the noise models in 

enhancing  speech quality

• The NRM outperforms the NAT model on average; however, it is 

worse than the latter at low SNR values

In unseen noise: 

• The NRM is the best among the noise models in enhancing both 

the quality and intelligibility of noisy speech

• The NRM model performs better than the NAT model in 

enhancing quality at higher SNR values but is worse at lower 

SNR values and on average

• The NRM model performs better than the NAT  model in 

enhancing intelligibility at higher SNR values and on average but 

is slightly worse at lower SNR values

The NRM was the best all-round noise target. It outperformed the 

NAT model in seen noise conditions and in improving 

intelligibility in unseen noise, but fell short at lower SNR values


