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A Construction of learning model under computational and energy

constraintsfor practical loT time seriessensorsignalanalyticsapplications
over edgedevices

A Majority of the state-of-the-art algorithms and solutions attempt to
achievehigh performance objective (like test accuracy)irrespective of the
computational constraintsof real-life applications

A We proposelnstant Adaptive Learningthat charactetizes
V intrinsic signal processingproperties of time series sensor signals using
linear adaptive filtering
V derivative spectrumto efficiently construct the feature spacefor low-cost
learning model followed by standard classificationalgorithms
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A Dynamictime warping baseddistancemeasureswith nearestneighbor classifier DTW
1INN[9]: Performanceis poor, DTWmeasureis computationally expensive

A Time series substructure is learnt using symbolic Fourier approximationr BOSY10]:
Performancels moderate, computationally expensive

A Largenumber of classifierswith eachbeing hyperparameteroptimized: HIVECOTENd
COTHL11]: Performanceis good,computationally hugelyexpensive

A Deepneural network approachlike ResidualNetwork (ResNe} [13- 14]: Performanceis
good,computationally hugelyexpensive GPUis required for training

A Signal Processingbased Generic Feature (SPGFwith TimeNet (TN) [2, 15]: a hybrid

approach of fusing signal processing based features and pre-trained features

Performanceis good,computational requirementis moderate
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DL [13, 14]
o Bubblesize
proportional to
accuracy
O ML [9, 10, 11, 12]
O Hybrid learning with
signal processing [2, 15]

IO Proposed method

Training time
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A Complete on-board/ on-device processing with constrained
computational resource(Memory, Computetime, Energy)

A DiverseScenariox significant time spent in signal conditioning and
feature engineetring

A Nearreal Time Response Instant inference

A Online near real-time Learninge Instant training
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We propese=a novel adapiivefiltesbased approachsinstantzAdaptive

Leaming,which-enablegutomated andcompuiationallyikghtweight

marginally trading off its performance
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