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Introduction & Motivation

Language Models (LMs) in Automatic Speech Recognition (ASR) systems suffer from a drastic reduction in quality when recognizing uncommon words, e.g., Named Entities (NE) that appear infrequently in training data. Generally, these uncommon words can be inferred from the context in which the model is being used.

There have been many works studying the contextual biasing problem. Traditional solutions like n-gram based class LM [1], dynamic weighted finite state transducer (WFST) [2], and Neural Network LMs (NNLMs) [3] have been proposed but the Word Error Rate (WER) is still to be improved. Other methods like Personalized LM (PLM) [4] or Multi-Head Attention-based approaches [5] have also been proposed, but the ability of neural networks have not been fully exploited.

Having witnessed the success of Large Language Models (LLMs), in this work, we propose to leverage the ability of LLMs for contextual biasing to further improve the WER.

Contributions

• We propose contextual biasing prompts when calculating the second-pass score. We propose a simple yet effective format of prompts to incorporate the lists of biasing entities. Moreover, we propose a few-shot learning method by providing examples in the prompts.

• We introduce a multi-task training framework. This involves augmenting the Large Language Model (LLM) with a dedicated tag head that predicts the entity class tag (e.g., person, location) of the next tokens. The entire model is jointly trained with two distinct losses: the entity tag prediction loss and the token prediction loss.

• We propose dynamic prompting to improve attention efficiency and to reduce the input sequence length. For each token, we first obtain the entity class prediction from the class head (top 1). Then, we subset the contextual information in the prompt based on the class for token prediction.

Our Approach

We introduce an enhancement by transforming the model into a multi-task architecture. Alongside the primary task of next-token prediction, we incorporate a secondary task: next-token class prediction. LoRA is applied to fine-tune the LLM. The loss is:

\[ L = αL_{CE}(\hat{f}_{token}(x), y_{token}) + (1 − α)L_{CE}(\hat{f}_{class}(x), y_{class}) \]

3) Dynamic Prompting

We propose dynamic prompting, wherein, instead of having every entity class in the biasing list, we only provide the biasing list corresponding to the next token’s entity class.

Evaluation Results

Dataset:

- An in-house dataset of calling messaging and dictation (CMD). An in-house audio model, with 13 transformer layers as encoder and 1 LSTM model as decoder is used.

- Reformatted SLUE-VoxPopuli dataset by treating ground truth entities as context information. Wave2Vec2 is used as the audio model.

Fig. 1: The flow chart of the proposed multi-task model with dynamic prompting. Red dashed arrows represent the dynamic prompting process. Black solid arrows represent token prediction given the selected prompts.

Fig. 2: Demonstration of the power of prompts in contextual biasing.

Fig. 3: Model performance when the length of the biasing list varies. We have three classes of entities in total.

Fig. 4: The attention weights for different layers in the LLaMA model we fine-tuned. “strands” is the input sentence, and the attention layers are able to attend to it in the biasing list.
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