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Abstract ByNet5 Network Architecture : Analysis of Residual Block Arrangement
ThlS paper proposes a deep residual .ﬂ?tW()fk, ByNet, for the single convo | | ResBiockt | | ResBlock2 | | ResBlocks | | ResBlocks | | ResBlocks ce | | e The two types of residual blocks can be arranged in various ways.
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introduced, which increase performance and speed compared to VDSR Connections Order Order Order Order
[10] and are easy to implement. Experiments on standard benchmarks
: 37.55dB 37.60dB 37.60dB 37.59dB 37.59dB
show that the proposed method achieves state of the art results over Set5 33.80dB 33.79dB 33.81dB 33.77dB 33.78dB
31.42dB 31.46dB 31.47dB 31.44dB 31.46dB
SSIM).
" Evaluate of different symmetric arrangements of five bypass blocks in sequence, with
‘ | “0” represents shortcut connection and “1” represents convolutional connection
Conv C:nv . .
ReLu - Comparison with State of the Art
v . .
Conv Ci’nv We compare ByNet with the reported results of the following methods on the
RiL" Relu same training and test sets: A+ [24], RFL [25], SRCNN [16], and VDSR [10]
C l Table 2: Performance Comparison on benchmark datasets: PSNR and SSIM are averaged over all images for each scale. The proposed
onv Conv ByNet model consistently achieves the best PSNR and SSIM results. Adding more blocks improves performance. Results for the recent
l l VDSR method [10] are highlighted in blue for easy visual comparison. _ _ __ _ '
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l l x2 33.66 36.54 36.54 36.66 37.53 37.60 37.69 37.74 0.9299 0.9544 0.9537 0.9542 0.9587 0.9594 09598 0.9599
Set5 x3 30.39 32.58 32.43 32.75 33.66 33.85 33.80 33.96 0.8682 0.9088 0.9057 0.9090 0.9213  0.9237 09241 0.9246
_ x4 28.42  30.28 30.14 30.48 31.35 31.49 31.54 31.60 0.8104 0.8603 0.8548 0.8628 0.8838  0.8862 0.8871 0.8886
(a) (b) x2 30.24 32.28 32.26 32.42 33.03 33.13  33.21 33.24 0.8688 0.9056 0.9040 0.9063 0.9124 09138 09144 0.9147
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Yy = f( 2z, (I)) + N A\T), Y = f ( ht ( .I')) -+ w, * ht ( Z) x4 2600 27.32  27.24  27.49 2801 2820 2820 2824 07027 07491 0.7451 07503  0.7674 07716 0.7722 0.7732
x2 29.56 31.21 31.16 31.36 31.90 31.92 31.96 32.00 0.8431 0.8863 0.8840 0.8879 0.8960  0.8967 0.8973 0.8977
] , L \ O 0 } , BSD100 x3 37.21 38.22 38.22 28.41 .’728.2732 38.86 28.89 .;!8.91 0.7385 0.7835 0.7806 0.7863 0.7276 0.7293 0.8(7)()1 0.8!:(3?:‘
o e e f( zt(l‘)) — ut+3* (max( ?wt+2* max( ?wt+1* zt(l’)))) x4 2596 26.82 2675 26.90 27.29 2731 2734 27.37 0.6675 0.7087 0.7054  0.7101 0.7251  0.7267 0.7277 0.7285
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Example result. A region in the zebra image shows Bypass Connections
Training Improved recovery of detail (at 3% upscaling). (a) Feature bypass with shortcut connection ‘
. . . . . Merit: Improve convergence properties and achieve higher accuracy within the same
LR 1mages are obtained by down-sampling HR 1mages with the scale .. b 5 prob S 4
, training epoch. e
factors of 2,3, and 4. These sets of LR 1mages are merged and shuffled . . . ;"
gy . . (b) Feature bypass with convolutional connection
for training which allows our model to naturally handle multiple scale , , o , , '
factors Merit: Element-wise addition layer sums the features learned from different receptive | | I <
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W *ﬁ W 4& m Feature Scallng Fig. 4: Ablation study. The convergence curves for the Ser5 training set show that adding both feature scaling and bypass connections
D s - - . . - sistently lead to increased PSNR across different scales.
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