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ABSTRACT

Background subtraction from the given image is a widely
used method for moving object detection. However, this
method is vulnerable to dynamic background in a moving
camera video. In this paper, we propose a novel moving
object detection approach using deep learning to achieve
a robust performance even in a dynamic background. The
proposed approach considers appearance features as well as
motion features. To this end, we design a deep learning archi-
tecture composed of two networks: an appearance network
and a motion network. The two networks are combined to
detect moving object robustly to the background motion by
utilizing the appearance of the target object in addition to the
motion difference. In the experiment, it is shown that the pro-
posed method achieves 50 fps speed in GPU and outperforms
state-of-the-art methods for various moving camera videos.

Index Terms— Moving object detection, deep learning,
moving camera

1. INTRODUCTION

Moving object detection is an important technology for vi-
sual surveillance systems, autonomous vehicles, drones, and
so on. In moving object detection, there are two kinds of
approaches: the object-centric approach [1, 2, 3] and the
background-centric approach [4, 5, 6, 7, 8, 9]. Despite the
good performance of the object-centric approach, it is not
suitable for actual application due to high computational
complexity and difficulty of online detection. On the other
hand, the background-centric method is suitable for practi-
cal systems because of its relatively simple model. In the
background-centric approach, the moving object area of the
image is defined as the foreground and the other area is de-
fined as the background. The background-centric approach
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Fig. 1. Issue in background modeling in a moving camera.
Moving camera image in (a) often yields a noisy background
model as shown in (b) due to severe camera motion. The
background-centric approach is vulnerable to this situation as
shown in (c). However, the proposed method is robust to this
situation as shown in (f) by combining the appearance-based
result in (d) and motion-based result in (e).

analyzes the background pattern in order to build a back-
ground model. The area that is similar to the background
model is determined as the background and the other area is
determined as the foreground. The Gaussian Mixture Model
(GMM) [4, 5, 6, 7], sample consensus [8, 10], and neural net-
work [9, 11, 12] have been used for the background model.

However, the background-centric approach is vulnerable
to background contamination due to the camera movements.
A background model that does not match the background
of the actual image is called a contaminated background
model. The contamination occurs when it is difficult to dis-
tinguish the foreground from the background, or when the
background is moving. In the moving camera environment,
the background moves according to the camera movement.
Therefore, camera motion should be estimated and the back-
ground model should be modified accordingly. Kim et al. [5]
proposed a motion compensation method to estimate back-
ground motion through feature matching. The movement of
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Fig. 2. Structure of proposed method. The proposed method consists of the appearance network (A-net) and the motion network
(M-net). The A-net detects objects by focusing on appearance in image, and the M-net detects movement by comparing image
and background image. The results of the two networks are combined to form a moving object detection result.

the background in time is represented by homography, and
the background is warped to follow the camera movement.
Yi et al. [4] proposed a dual model to prevent contamination
of the background model by foreground. Owing to the dual
model, the contamination of background by foreground is
lessened, which improves the detection performance in the
moving background. Yun et al. [6] used the spatio-temporal
consistency of moving objects to reduce background contam-
ination. These methods compensate for the camera movement
in dynamic background modeling. However, camera move-
ment compensation is still incomplete in situations such as a
dashcam mounted on a vehicle. Hence the contamination
problem remains unresolved in moving camera environ-
ments. Fig. 1 shows an example of this situation. Due to
inaccurate motion compensation, a noisy background model,
as shown in Fig. 1(b), is built. In this case, the existing
background-centric algorithm, which is highly dependent on
the background model, produces inaccurate detection results
as shown in Fig. 1(c). Our goal is to propose a robust real-time
moving object detection algorithm to deal with background
contamination.

The proposed method is based on deep learning frame-
work and detects moving objects in the moving camera envi-
ronment. To cope with the background contamination prob-
lem, the proposed method adopts appearance features as well
as motion features. To this end, we design a deep learning
architecture composed of two networks. The first network is
the appearance network (A-net) that detects movable objects
such as pedestrians and cars. The A-net measures the ob-
jectness independent of the background, thus providing ro-
bust information to the background contamination. The sec-
ond network is the motion network (M-net) that distinguishes
the foreground from the difference between an image and a
background model. The M-net is trained to take the back-
ground contamination into account. Therefore, it is possible
to detect the foreground region robustly even in the contam-

inated background model. The proposed architecture com-
bines two networks and performs moving object detection
considering both appearance and motion characteristics. As
shown in Fig. 1(d), the A-net represents the approximate po-
sition of the moving object based on its appearance. The re-
sult of M-net in Fig. 1(e) describes the detailed shape of the
moving object. However, due to the inaccurate background,
a portion of the background is detected as a moving object.
The proposed method, which combines the merits of both net-
works, detects the details of the moving object and shows a
small false positive rate as illustrated in Fig. 1(f).

2. METHOD

The structure of the proposed method is depicted in Fig. 2.
The A-net performs appearance-based detection using only
the given image. The M-net compares the input image with
the background model to detect the moving object region. The
last layers of the two networks are combined to form the final
detection result of the proposed method.

2.1. Structure of A-net

The A-net is a convolutional neural network that performs
appearance based object detection. To focus on the appear-
ance of the object, the A-net uses only one image without
background information. Therefore, the A-net detects the ap-
pearance of movable objects (people, cars, animals, etc.). The
A-net uses objectness information instead of the motion in-
formation emphasized in the background-centric approach.
Since the A-net performs detection without background in-
formation, it is robust against background contamination.

To provide the general object information, we use the
VGG-16 network [13] pre-trained in ImageNet dataset [14] as
initial weights of the A-net. The structure of A-net is depicted
in Fig. 2. For the use of pre-trained information, the network



before pool4 layer of VGG-16 is adopted as the structure of
A-net. After the pre-trained network, a zero-initialized con-
volutional layer is added to perform the detection. The A-net
has a fully convolutional structure and performs detection re-
gardless of input image size. Each pooling layer reduces the
layer size by a factor of 1/2, and the A-net has three pooling
layers. Thus, the detection result of A-net is 1/8 size of the
image.

2.2. Structure of M-net

In the proposed structure, the M-net is a network that detects
motion. In addition to the input image, the M-net receives the
background image generated from the background model [4].
The M-net detects motion region based on difference between
image and background image. The M-net is similar to the
background-centric approach in that it uses the difference be-
tween background and image. However, the M-net utilizes
the contaminated background itself and so it is possible for
the M-net to remember the contaminated situation in back-
ground modeling. As a result, the M-net becomes more ro-
bust to background contamination than the background sub-
traction approach.

The motion information is a low-level information com-
pared to appearance information. Therefore, a shallow net-
work is sufficient for motion detection of the M-net. By using
a shallow network, the M-net can concentrate only on mo-
tion information, excluding high-level appearance informa-
tion. The structure of M-net is shown in Fig. 2. The M-net
is a shallow network composed of three convolutional layers
and one pooling layer. The first two layers are randomly ini-
tialized, and the last layer is zero-initialized to perform the
detection. The number of pooling layers of the M-net is one,
and the detection result is half of the image size. It is 4 times
higher resolution than the A-net. Thus, the M-net can detect
the detailed shape of an object.

2.3. Merging of A-net and M-net

As shown in Fig. 2, the proposed method combines the A-
net and the M-net to join motion and appearance information.
However, this combination creates a problem of learning im-
balance between the A-net and the M-net. Since the A-net,
with prior knowledge, is more informative than the randomly
initialized M-net, the A-net is dominant in training. To solve
the imbalance problem of the two networks, we first train the
two networks separately. Through separated training, the M-
net acquires prior knowledge, and the A-net and the M-net can
be learned in a balanced way. After that, the A-net and the M-
net are combined, and the combined structure is trained. The
method of combining two networks into one is similar to that
used by [15]. First, bilinear interpolation is applied to the last
layer of the A-net to magnify it by 4. As a result, the size of
the last layers of both networks is the same. After that, the
last layers of the A-net and the M-net are combined into one

layer. The combined layer passes through the pixel-wise soft-
max and becomes the final detection score of the proposed
method.

3. EXPERIMENTS

The proposed method was validated through 15 moving ob-
ject videos presented in [6, 7, 16]. Among the 15 videos,
videos with complex camera movement (Campus1, Cam-
pus2), a video captured by a dashcam mounted on a vehicle
(Daimler), a video with similar background and foreground
(Fence), and a video with heavy motion blur (Cycle) were
selected for the test. Because of lack of training data, the
proposed network was trained using 14 videos excluding one
video for the test, and it was repeated 5 times for 5 test videos.
The proposed method was compared with the state-of-the-art
methods of the background-centric approach [4, 6, 16].

3.1. Implementation details

The proposed method was implemented through the Tensor-
flow library. Each frame of video was used as the input im-
age and mean values of Gaussian background model [4] were
used as the background image. In the training process, one
image was used for one iteration and the learning rate was set
to 10−6. For the separated training, the M-net was trained for
10,000 iterations and the A-net was trained for 5,000 itera-
tions. After that, we combined the two networks and trained
the combined network for 5,000 iterations. All training pro-
cesses were conducted using the pixel-wise soft-max log loss,
and the VGG pre-trained layers were also fine-tuned. For the
test, we compared two soft-max scores (background and fore-
ground) of each pixels and classified the pixels into higher-
scored category. The classified results were compared with
the ground truth and the performance was measured. The pro-
cessing time for detection in each frame was 14ms for com-
putation of the deep network on GTX 1070 GPU and 6ms for
background modeling at 3.3GHz CPU. In other words, the
proposed method works in real-time at 50 fps.

3.2. Results

The proposed algorithm was compared with the state-of-the-
art methods [4, 6, 16]. The quantitative comparison of the
experiments is shown in graph of Fig. 3 and the qualitative
comparison is depicted in Fig. 4. Since Campus1 and Cam-
pus2 have complex camera motion, background models of
[4] and [6] were failed to estimate the camera motion. There-
fore, as shown in Fig. 4, some objects were not detected and
the recall was dropped. In Cycle video, the method of [16]
failed to estimate camera motion and repeatedly initialized the
background model. As a result, the performance was severely
degraded. However, the proposed method shows consistently
good performance regardless of background contamination or
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Fig. 3. Quantitative results. The graphs illustrate the detection performance of the state-of-the-arts and the proposed method for
five moving camera videos. The proposed method shows equal or better performance than the state-of-the-art methods.
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Fig. 4. Qualitative comparison of detection results. The figure illustrates detection results of the state-of-the-art methods and
the proposed method. From the top, it shows the results of Cycle, Fence, Campus 1, Campus 2, and Daimler.

complex camera motion. In addition, the proposed method
shows better performance than other state-of-the-art methods
in Daimler driving scenes. This result shows that the proposed
method effectively copes with the background contamination
frequently observed in the dashcam video and outperforms
the state-of-the-art methods for the videos captured in the
freely moving cameras.

4. CONCLUSION

We proposed deep learning based moving object detection
framework applicable to freely moving camera videos, such
as dashcam videos. The proposed method consists of a net-

work focusing on the appearance as well as a network dedi-
cated to the motion. It is a meaningful contribution that the
proposed deep learning approach achieves a robust perfor-
mance against background contamination, even with the free
movement of cameras. In the experiments, the effectiveness
of the proposed method has been verified by comparison
with the-state-of-the-art methods. Furthermore, the proposed
method has a strong advantage in that it is capable of a real-
time operation speed of 50 fps, which is suitable for actual ap-
plication including the challenging situations in autonomous
vehicles.
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