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ABSTRACT

In this paper, we propose a framework for 3D human pose
estimation with a single 360◦ camera mounted on the user’s
wrist. Perceiving a 3D human pose with such a simple set-
ting has remarkable potential for various applications (e.g.,
daily-living activity monitoring, motion analysis for sports
enhancement). However, no existing work has tackled this
task due to the difficulty of estimating a human pose from a
single camera image in which only a part of the human body is
captured and the lack of training data. Therefore, we propose
an effective method for translating wrist-mounted 360◦ cam-
era images into 3D human poses. We also propose silhouette-
based synthetic data generation dedicated to this task, which
enables us to bridge the domain gap between real-world data
and synthetic data. We achieved higher estimation accuracy
quantitatively and qualitatively compared with other baseline
methods.

Index Terms— 3D human pose estimation, 360◦ camera,
data synthesis, silhouette, domain adaptation

1. INTRODUCTION

Vision-based 3D human pose estimation has been widely re-
searched in recent years. Especially, 3D human pose estima-
tion with wearable cameras is key to many important appli-
cations, such as lifelogging in terms of medical assistance,
monitoring for life support, virtual reality, and sports activity
analysis. Several methods that use wearable cameras mounted
on the head or chest have been proposed recently [1–6]. How-
ever, thus far, there is no method with a more practical cam-
era setting, i.e., a single wrist-mounted camera which could
be introduced in smartwatches in the future.

Therefore, we propose a framework for estimating 3D
poses from images taken with a single wrist-mounted cam-
era. This task is quite challenging as some human body parts
are hidden from the camera’s line of sight. As shown in Fig. 1,
we make use of a single 360◦ camera (GoPro Max) and a con-
volutional neural network-based framework following Yuan
and Kitani’s work [5] to estimate a 3D human pose with only
limited visual information. The difficulty is how to prepare
the training data; there is no existing dataset for 3D human
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Fig. 1. Our 3D human pose estimation with a single wrist-
mounted 360◦ camera.

pose estimation with wrist-mounted cameras. Existing works
with body-mounted cameras that faced this issue tackled it
by using synthetic data [1–4]. However, as widely known in
these previous works, there is a domain gap issue between
real-world data and synthetic data.

To overcome these issues, we also describe a simplified
method for generating training data. We generate silhouette-
based equirectangular image sequences given only existing
motion capture (MoCap) data to train the network. It re-
duces the data generation cost, and because the data are fully
silhouette-based, it reduces the problem of domain gaps be-
tween synthetic data and real-world data.

To summarize, our contributions are as follows:
(1) We are the first to propose a 3D human pose estimation
framework given a single wrist-mounted camera, which con-
tributes to many important applications.
(2) To reduce data generation cost, and to bridge domain gaps
between synthetic and real-world data, we describe a method
for silhouette-based training data synthesis. This data gen-
eration method has the potential to be used for other camera
settings.
(3) We provide extensive experimentation and show that our
method outperforms other baseline methods.

2. RELATED WORK

Human pose estimation has long been studied in the computer
vision community [7]. In particular, 3D pose estimation us-
ing a monocular camera, which is the most widely used sen-
sor in the world, has been actively examined because of its
usefulness in various situations, such as video surveillance,
human–computer interaction (HCI), and self-driving [8].



Fig. 2. Overview of our 3D pose estimation method using a single wrist-mounted 360◦ camera. The training process requires
only synthetic silhouette images as shown in Fig. 3. For inference, the equirectangular images taken in the real environment are
converted into silhouette images by the silhouetting process (right blue box) and then inputted in the network (left).

Three-dimensional human pose estimation with body-
mounted cameras has also been widely investigated in recent
years. Previous researchers used multiple body-mounted
cameras for whole-body pose estimation [9] and used RGB-
D cameras for upper-body (i.e., hands, arms, torso) motion
estimation [10]. In recent years, methods for whole-body
3D pose estimation with more practical settings have been
proposed, such as using a wearable camera with a wide view-
ing angle to capture more body parts [1–4, 11]. Moreover,
several studies have achieved 3D pose estimation under the
severe condition in which the human body is completely hid-
den from the camera’s line of sight [5, 6, 12]. Thus far, these
existing methods mount the camera on the user’s head or
chest. This paper explores the potential for another camera
setting for user-mounted cameras, i.e., a single wrist-mounted
camera that is considered more practical because it could be
introduced in smartwatches in the future.

The majority of recent wearable camera-based 3D human
pose estimation methods used fisheye cameras, expecting
more body parts to be captured [1–4]. As the conventional
datasets for 3D human pose estimation cannot be directly ap-
plied to these fisheye camera-based methods, these methods
use synthetic datasets dedicated to each method to train their
network. However, these data synthesis processes have a huge
cost to bridge domain gaps between real and synthetic data.
In contrast to the approach of synthesizing more realistic,
high-dimensional data, Xu et al. proposed a low-dimensional
synthetic data generation approach for a pedestrian trajectory
estimation to bridge the domain gaps [13]. Inspired by this
method, we use silhouette synthetic data aiming at reducing
the data generation cost and bridging the domain gap.

3. PROPOSED METHOD

We propose a method for 3D pose estimation using images
from a wrist-mounted 360◦ camera, trained only with syn-

thetic silhouette data generated at a lower cost than existing
conventional methods. During inference, we apply a silhou-
etting process to the actually captured images to bridge the
domain gap between the synthetic data and real-world data.

3.1. Human Pose Estimation Network

The 3D human pose estimation network (Fig. 2) is inspired
by the method proposed by Yuan and Kitani [5]. The network
F takes the input of the equirectangular video frames V1:T

in which the person is silhouetted and predicts the humanoid
state z1:T at each frame. The humanoid state zt consists of the
pose pt (position and orientation of the root, and joint angles)
and velocity vt (linear and angular velocities of the root, and
joint velocities). The model encodes the silhouette image to
ResNet-18 [14] to extract the feature vector  1:T 2 R128 and
feeds it to bidirectional long-short term memory (BiLSTM) to
generate the visual context �1:T 2 R128 for each frame. We
then feed it to the multilayer perceptrons (MLPs) and predict
the humanoid state z1:T . The mean squared error (MSE) is
used as the loss function: L(�) = 1

T

PT
t=1 kF(V1:T )t� ẑtk2,

where � is the parameter of this network F , and ẑt is the
ground-truth humanoid state. The optimalF∗ can be obtained
by an SGD-based method.

3.2. Training Data Synthesis

To synthetically train the network, we generate pairs of input
silhouetted equirectangular videos and the corresponding 3D
pose of the camera wearer. In a virtual environment, such as
Unity, the 360◦ camera is fixed at the virtual avatar’s wrist
position. By making the virtual avatar move with the MoCap
data, the corresponding input equirectangular image and out-
put 3D human pose sets can be generated. Fig. 3 depicts how
the equirectangular image is generated synthetically.
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