
The training signals are considered statistically independent. 

 

I. Sparsification: 

 

 

 

 

 

 

 

 

 

I. Dictionary Update: 

2. Considered Model 
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 Target: Performing dictionary learning when the training signals are 

not statistically independent, and have the first-order Markovian 

dependency. 

 

3. Model Parameters Estimation 

Alternation Minimization 

1. Dictionary Learning Problem 

Fig 1. Schematic diagram of dictionary learning problem. 

 Target: factorizing the matrix of training signals into the dictionary 

with unit norm columns (atoms), and the coefficient matrix with 

sparse columns, i.e.,  

 Typical Solution. 

 

Fig 2. Schematic diagram of the considered model for dictionary learning 
problem. 

Fig 3. In the considered model, assigning ώ to one of the atoms is not 
independent form the activated state (or atom) for ώ . 

 Important Factors: 

 

 Signal to noise ratio  (SNR) 

 

 Probability of transition between states. 

By determination of  —, the sequence of states, i.e.,   

is determined using Viterbi algorithm. 

4. Results 

 First Scenario: Independent training signals.  

Table 1. Percentage of successful recovery rate in the first scenario where 
the states are activated almost independently from each other. 

 Second Scenario: Dependent training signals.  

Table 2. Percentage of successful recovery rate in the first scenario where 
the states are dependent. 

 The set of unknown parameters:  

7. Conclusion 

  Dependency among the training signals degrade the performance 

of current dictionary learning algorithm. 

 We investigated the dictionary learning problem when there is the 

first-order Markovian model in the generation of signals. 


