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" Most source identification algorithms are based on
stationarity of data.
" Consider a non-stationary data stream in which data

statistics may change abruptly from sample to sample.
" |dentify sources (the models and parameters) from
multiple observations.

Data Generation Model

= Asingle stream (block) of length T, x!', has been
generated by multiple sources.

= Neither the sources nor the switching times are known.

= Let y! be the (unknown) indexes of the sources that
generated the sequence x;

" Probability of x; (sample at time t) depends on

e the past samples x}~1

* the source that generated it, y;,

T
PGV, A) = [ By Grelxt )
t=1

A is the set of mixture parameters.

Each source, S;, can be described by

Set M; can be represented as a tree.
For example:

M = {00,10,1}

1. A set M; consisting of all sequences, contexts, such that
* No sequence in M; is a suffix of another one
» For any arbitrary sequences x~Z% there is a unique

context ¢ € M; such that c is a suffix of x~1 and
P(Xo = alXZ% = x2%) = P(Xo = a|X 2oy = ¢) =:6(c,a)

2. Conditional probability distributions on contexts

0;, ={0(c,a): a€ A cEM}

BIC Context Tree Estimation for Single Source

Switching between Sources

= Attimet, y;, the index of the active source, depends

on the previous ones, yi 1.

= For simplicity, independent from x!~%.

" Assume it is governed by a hidden Markov(1) source

T
P()’1T‘A) = Wy, l_[Ph(Yt|J’t—1)
t=2

w, : the initial probability of source k
Py, (k|l): the probability of switching from source [ to k

For a hypothetical tree, M, of maximum depth D
* Number of free parametersd = (|A| — 1) | M|

Histogram over tree model, Vc € M and a € A,

l_

ne(©) = ) nelc,0)

aeA

n,(c,a) = ‘{i:D << n,x-i_ll(c) =C,X; = a}‘

Maximum Log-Likelihood:

n,(c, a))

Ny ()

L (x) = 2 ny(c, a)log (

CEM ,aeA

Bayesian Information Criteria (BIC) of model w.r.t. x of length T':

d
2

BIC model estimator

Mp;c(x) = argmin BIC,(x)
M

" (Observed a non-stationary sequence X of length T

= Effective histogram for the k" source

T
(6, 62) = ) P(Y, = k) Iea(t; ¥
t=1

where
_ t—1 __
Hc’a(t; X) = 1 x=a xt—ll(C)_ ¢
0 otherwise

= For multiple sequences, X = {x(l),x(z), ...,x(N)}

N
ﬁk(c, Cl) — z ﬁk(C, a, x(n)) )
n=1
(€)= ) (e,
aeA

= BIC model estimator for the k-th source

Lo (X3 K) = 2 7. (c, a) log =%
CEM ,aEA

d

M, (X) = argmin BICy(XC; k)
M

" Exact values of P(Yt = k‘x(")) are unknown.

" |teratively estimate the probabilities

Outline of the Algorithm

= Start from an initial estimate for sources.
" Repeat until convergence:
1.Use Baum-Welch algorithm and current estimates
of sources to compute
P(Yi_1 =1,Y; = k|x™) and P(Y; = k|x(™)
2. Using updated posteriors, for the kt" source,
estimate the model

M, (X) = argmin BICy (X; k)
M

3. Update sources’ parameters and the switching
probabilities

Simulation Results

Lemma

Theorem [Talata and Duncan, 2011]

PGT|8) = ) PG YT, A)PGT )

yT

For a stationary ergodic source, S, with context tree M, for any

constant D, Mz (x)|p = Ms|p, almost surely as length of
observed signal increases. Also, the maximum likelihood estimates

6(c,a) =

ny(c,a)

Ny (c)

converges to Ps(alc).

Assuming ergodicity and stationarity of sources,

ﬁé‘(z’cc)l) > Pi.(a|c) almost surely as N — oo provided
k

that P(Y; = k|x™) # 0and [(x™) > I(c) infinitely
often.

Theorem

For a constant D, assume that l(x(”)) > D. Then,
M. (X)|p = M |p almost surely as N — oo.

= 3 random sources over alphabet A = {0,1,2,3}
= Different trees with depths 2, 2 and 3 for each source

= Entropy of each sourceis 1

" Transition probability between source

0.857 0.052 0.091
A=10.041 0.879 0.08
0.142 0.038 0.82

= Optimum compression rate: 1.4648 bits per symbol

= 100 sequence of length 1000 created for training and
another set for test.

= KL divergence between true sources and estimated
ones: less than 0.001

= Compression performance compared to PAQS, Zip,
using different number of estimated sources in the
mixture model.

Agorithm | zip | PAG8 K —1 K —2 K3 |K—4 |k =5
24 32 48

Redundancy
(bits/1K symbols) 277.6 19.2 68.8 20.0
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