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ABSTRACT

Deepfake detection is critical in mitigating the societal threats
posed by manipulated videos. While various algorithms have
been developed for this purpose, challenges arise when detec-
tors operate externally, such as on smartphones, when users
take a photo of deepfake images and upload on the Internet.
One significant challenge in such scenarios is the presence of
Moiré patterns, which degrade image quality and confound
conventional classification algorithms, including deep neu-
ral networks (DNNs). The impact of Moiré patterns remains
largely unexplored for deepfake detectors. In this study, we
investigate how camera-captured deepfake videos from dig-
ital screens affect detector performance. We conducted ex-
periments using two prominent datasets, CelebDF and FF++,
comparing the performance of four state-of-the-art detectors
on camera-captured deepfake videos with introduced Moiré
patterns. Our findings reveal a significant decline in detector
accuracy, with none achieving above 68% on average. This
underscores the critical need to address Moiré pattern chal-
lenges in real-world deepfake detection scenarios.

Index Terms— Moire Pattern, Deepfakes Detection,
Video Manipulation, Digital Screen Capture Analysis

1. INTRODUCTION

Deepfakes, synthetic media generated through advanced ma-
chine learning techniques, have emerged as a formidable and
pressing concern in contemporary society. The proliferation
of user-friendly, open-source deepfake generation tools exac-
erbates the problem by facilitating the dissemination of ma-
nipulated media. Amidst this landscape, developing robust
detection mechanisms has become paramount to safeguard-
ing the integrity of visual media and combating the potential
harms posed by deepfakes [1, 2].

Various algorithms have been proposed to address the de-
tection of deepfake videos, typically leveraging frames ex-
tracted from the videos to discern their authenticity [3]. This
approach proves effective in scenarios where the deepfake de-
tector operates on the same device as the video being ana-
lyzed, facilitating internal processing.

However, let us consider the scenario where malicious
users take photos of deepfake videos and upload them to
social networking sites. This can be considered as a new
deepfake detector spoofing attack to defeat the deepfake
detector. In such a scenario which is possible and easily
achievable, the detection paradigm undergoes a significant
shift when the deepfake detector resides on an external de-
vice, such as a smartphone. At the same time, the target video
exists on a separate device or platform. In such cases, the
detection workflow necessitates the use of the smartphone
camera to capture the deepfake content displayed on the
screen of another device, thereby introducing complexities
and challenges.

One challenge that commonly arises in this setting is the
presence of Moiré patterns as shown in Figure 1, intricate
visual artifacts that frequently manifest when capturing im-
ages or videos on digital screens. These patterns pose a sig-
nificant obstacle to accurate classification, as many existing
algorithms, despite their reliance on deep neural networks
(DNNs), struggle to effectively discern the presence of var-
ious patterns [4]. Consequently, the failure to detect these
artifacts often leads to erroneous classifications by the model,
undermining the reliability of DNNs.

The primary objective of this paper is to empirically in-
vestigate the impact of camera-captured deepfake videos con-
taminated with Moiré patterns on the predictive performance
of deepfake detectors. This is a new spoofing attack against
the deepfake detectors. Therefore, in this work, specifically,
we focus on evaluating the performance and possible degrada-
tion in detection accuracy when deepfake videos are captured
through a smartphone camera and subsequently analyzed by
state-of-the-art (SOTA) deepfake detection models [5, 6, 7, 8,
9, 10]. Our experimental analysis encompasses two widely-
used deepfake datasets, namely CelebDF [11] and Faceforen-
sics (FF++) [12], enabling a comprehensive assessment of de-
tector performance across diverse deepfake scenarios.

Through comparative analysis, we demonstrate the pro-
nounced decline in detection efficacy when Moiré patterns are
introduced into the analyzed videos, particularly in the con-
text of camera-captured footage. By elucidating these find-
ings, we aim to underscore the critical importance of account-
ing for Moiré patterns and similar artifacts in the development




