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- Linguistic studies have shown that language choice contains pointers to levels of stress and

mental health. Research on sentence-level stress detection has been mostly focused on written

text collected from social media and utilized stress-related words from dictionary [1, 2].

- Recently, attention-based LSTM is a model that learns long dependency across words in an
utterance and weighs the importance of every word in the memory [3].

- Distant supervision is known to be useful in utilizing noisy labels in tweets.

To interpret the trained model, we extract the at-
tention weights from the best model and evalu-
ate several stressed and unstressed utterances.
Darker colors represent stronger word contribu-
tions to the classification task. Interestingly, it
captures key terms related to stress.
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We build a bidirectional LSTM (BLSTM) taking
word embedding as input. We denote V' as the
number of unique words in our corpus and £ as
the dimension of the word embedding vectors.
Each word is a one-hot vector € RIV! and per-
forms a multiplication with the embedding layer
A € RVI* where k = 100. The resulting vector
is b € R*. The LSTM consists of one recurrent
layer that propagates the embedding vector b,
for the word at time ¢ where t € |1, 7.

b= Az
hi = LSTM(b,)
hy = LSTM (by_,)

ho=[hs by

All hidden states from both directions are con-
catenated and fed into a subsequent attention
layer [3]. The word importance vector wu; IS
calculated. The normalized word weight o4 Is
obtained through a softmax. The aggregate
of all the information in the sentence v is the
weighted sum of each h; with «; as correspond-
Ing weights.

u; = tanh(Wh; + b)

exp(uy u)
Xy — T
= exp(ug u)
VU — %Oztht

This vector v is then fed to a fully connected
layer with softmax activation to perform the fi-
nal classification. The prediction is a vector y €
R* with the probabilities of being unstressed and
stressed. We choose the highest probability by
using argmax as the model’s prediction.
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A method to add unlabeled Twitter tweets to our
training set. This technique refers to extracting
noisy signals from text as label. We manually
pick hashtags that indicate either a stressed or
unstressed state of mind of the author, and use
them to scrape stressed and unstressed tweets.
They are included because our interview corpus
IS relatively small and covers a limited number of
topics, mostly related to academia.

method accu. prec. recall f-score
SVM 68.7 72.0 61.2 66.2
LSTM 70.0 70.3 | 68.1 69.2
LSTM w/ attention 73.8 747 719 73.2
BLSTM 722 | 714.5| 67.5 70.8
BLSTM w/ attention 725 731 71.2  72.2
method accu. prec. recall f-score
LSTM /3.4 | 73.6 731 734
LSTM w/ attention 73.8 | 74.4 725 73.4
BLSTM 73.8 | 74.7 | 71.9  73.2
BLSTM w/ attention 741 73.6 75.0 74.3

- The best performance was found for our

bidirectional LSTM model, which

outperformed the other models in terms of
accuracy, recall, and f-score.

- The two-phase training method with the
out-of-domain stress tweets dataset improves
the learning performance and robustness.
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