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Introduction e Token-acoustic extractor: Experiment - Libris e For ESA, no further gains are observed when the number of
e In recent years, autoregressive transformer (AT) achieves o 1 self-attention block 1. Experimental Setup sampled alignments is over 50. | |
great success for automatic speech recognition. o Q: sinusoidal positional embedding with NoT e Input and output: L Forrect estimation of the decoder input length is more
e However, the autoregressive mechanism in transformer o K, V: encoder output H o 80-dim log-mel filter bank features important for NAT.
decoder slows down the inference speed. o Mask: trigger mask from CTC alignment o Every 3 frames are concat to form a 240-dim input. Figure 3. Length prediction error distributions and corresponding WERs
e Non-autoregressive transformer (NAT) was proposed for e Decoder: o Output: 5k word-pieces obtained by SentencePiece [24]. with ESA(s=50) decoding on the t?St'C'ea” dataset.
parallel generation to accelerate the inference. o self-att block (not considering H) ® Model | | | s AR o
e Limitations for current NAT models: o mix-att block (considering H) 0 2 CNNs: .64 filter, kernel size 3, stride 2 N
o Iterative NAT still needs multiple generation steps, which ® CE: cross entropy loss to optimize the final WER. 2 é;?;ﬁk?e: Ne =12,Ng = 6,dpp = 2048, H = 8,dypa = 512 1500 N
cannot fully exploit the potential of NAT. 2. Training Criterion o 1-Iayer.token-acoustic extractor - -
o Single step NAT extracts incomplete acoustic e GivenX ={z1,22,...,zr}and Y ={y1,¥2,...,9v}, the CTC m Decoder: 3 self-att blocks and 4 mix-attn blocks »
representations, thus the performance is worse than AT. alignment Z is introduced, the objective function is: o SpecAug, Label smoothing, Encoder initialization 5 o
e Novel Contributions: 1): We propose a novel framework, log P(Y|X) =logEz x[P(Y|Z,X)], Ze€aq. 2. Result ; o
CTC alignment-based single step NAT (CASS-NAT). 2) An where q is the set of alignments which can be mapped to. Table 1. A comparison of accuracy and speed of Autoregressive - Ler;;th diffe:ence Wi:h the or;de ang;ment N

error-based sampling alignment strategy during inference is

Transformer (AT) and non-AT (NAT) algorithms on Librispeech.

e Maximum approximation is applied to reduce computation: ® The WER can be lowered than 2% for the utterances with

further proposed to improve the WER performance. log P(Y|X) > Ez x[log P(Y|Z, X)] N WER (%) RTE correct token number estimation.
® The proposed CASS-NAT achieves WERs of 3.8%/9.1% on U P dev- dev- test et test e The figure shows the importance of length prediction
Librispeech test clean/other dataset without an external ~ max log H Blhlen w5 oot S— clean  other clean other  clean accuracy on the encoder side again.
0 . . Yitnou \ n -
LM, and a CER of 5.8% on Aishelll Mandarin corpus. P =L RETURNN [1] AT 43 129 44 15 - Experiment - Aishell1
e Compared to AT baseline, the CASS-NAT has a performance where 1y is the end boundary of token u. ESPNet AT 32 85 36 84 : 1. Experimental Setup
reduction on WER, but is 51.2x faster in terms of RTF. e The final objective function is: hﬁ‘;li;“ﬁ)()] r\?gT 3;4 8;5 18 181'5] 0'5_62 The setup is almost the same as that for librispeech except:
U T ; : . .« .
) BPA | NAT 44 0.6 a5 107 0.005 e 4230 Chinese characters as output from training set.
PrO (< Osed CASS NAT Lj()int — IIlé],X l()g H P(yu|z,,u 11ty s X) + A - l()g Z H P(:leX) CASS-NAT BSA NAT 30 0.6 30 0.6 0.655 PY ‘ZV6= 6
1. Framework i s e |k Sk 20 94 20 88 2 9w 08l e Additionally use speed perturbation.
- S, : : With LM
Figure 1. The proposed CASS-NAT architecture. ® Semantic modelling is relied on decoder with token-level RETLERY ] A 9% 0B : 2. Result
CJoint T{ain;ng_] acoustic embedding as input (assumption). EiPT’l\(Jet [25] ﬂ %2 2(73 ;2(7) 2; - Table 3. A comparison of WERSs on Aishell1 with the existing works.
'S) Zii . Z. 4 -
| | 3. Inference strategy | | CASSNAT | BSA | NAT 335 80 35 %1 - CER(%) NAT Type Dev  Test
[ CTC Loss [ CEloss | e |deally, oracle alignment (obtained using ground truth) _ — AT Gous) T 55 50
Z<(_, C,C, A _,_T) Token Acoustic Extractor (Liiéar s Softmayl e Best path alignment (BPA) ® ESA decoding reduces WER significantly compared to both Masked-NAT [13] v 64 71
s e, © I e soono-e 5 . . Y . BPA and BSA and has a moderate increase of RTF over BPA. o . e ' |
[Onear & Softmax] redicted Trositional '/~ Mix-Aft Block\ O Pro: one step inference Con: alignment is not accurate. _ , Insertion-NAT [15] iterative 6.1 6.7
1 : B (Encoding (N X)) . e When no external LM is used, CASS-NAT is 51.2x faster than .
Encoder C\ 'l TR | ® Beam search alignment (BSA) ) ) . , ) ST-NAT [18] single step 6.9 1.7
P e P T (1 ( ) e 4ydL ; N ’ , Con' b ool AT in terms of RTF, while has ~6% relative WER reduction. LASO [17] dinplentey: 58 54
' - i A eea-iorwara Layer i * ‘ . & Je .
:@;(fﬁg E;(u;ck \ /'ggel l \ 4?..-.y-., J | O Pro:alignmentis accurate Con: beam search, slow e When using an external LM, the gap of WER between AT CASS-NAT (ours) singlestep 5.3 5.8
| (Add & LayerNorm/«, |1 e L SECISTQICON € | Figure 2. lllustration of error-based alignment sampling method. baselines and CASS-NAT is increasing. : = —
| /—~\[Feed-forward Layer| | |:| >Multi-head Attention/ ||| | [Multi-head Aftention < | |: CTC Output s AR e Our proposed CASS-NAT is better than previous work.
: @ o A———— || (Add&LayeNom€ (it L_T 7 : — s 3. Analyse of the performance o CASS-NAT is slichtlv better than AT which is bromisin
Tt o) | rormmmare| || (e () 951G (008 [ (00| .. | Best Path Alignment (BPA): e Mismatch rate (MR): Deletion and insertion errors sy » P ©-
| oMutt-head Atention | 1| FECToMEILEn | | e | 21 | 008 G REI| = _— ¢ - e e Our framework general well according to the AT baseline.
N =) %;; /Add & LayerNorm« 5:\ A A A / 2y |C(0.90) | _ (0.07)|Z (0.02) {-.¢,¢, -, -, I, T, _} compared to the oracle alignment. Substitution errors do :
' NG ::\@;’ﬁﬁxB;OCi( i : z3 € (050) _(035) K (0.10) Bt i Al e not affect token-level acoustic embedding extraction. Conclusion
o4 S S 4| selrAttBlock (N, X) | 7| .01 K ©.01) tror-based sampling Alignment (ESA): i : : Thi k | CASS-NAT f k
Sohser [ __________ — ¥ |z |- 09 .c 1T, 3 e Length prediction error rate (LPER): Taking the alignment as ® [his work presents a nove ramewor
‘ ; Token-level Acoustic Embedding z5 - (061) j(“?’) Z(O'”) {_’C’(;’ o :1’ o I’ T’ _} output and removing blank and repetitions, the ratio of o CTC alighment is used as auxiliary information to extract
SN . - H. ot _(0.48 0.29 0.10 0,05 _, 4, _ 1,1, _ i i . .
) - I((O 41)) ((0 30)) AEO 20; utterances with different length compared to ground truth. token-level acoustic embedding.
e LSS SR " 1{-.6.¢, ., A, _, ,T, _} o The word embedding in AT is replaced with acoustic
, , zg | - (0.95)| T (0.02) D (0.02) Table 2. A comparison of different alignment generation methods in : :
e Encoder: extract high level representation H 2o | T (0.95) | _ (0.03)|D (0.01)] .. {-,¢,C¢,_,4,4,_,T, _} CASS-NAT decodina without LM. ernbeqdlhg for parallel generat'(_)n.'
e CTC: optimize the CTC alighment that offers auxiliary 2o |_096)|T02) Doy .. | r——— WER (%) MR (%) LPER (%) o Viterbi-alignment is used for training.
information for token-level acoustic embedding extraction. e Error-based sampling alignment (ESA) test-  test-  ftest-  test-  test-  test- O Er.ror-based sampling allgnmer.wt !s proposed for mf.erence..
o Time boundary for each token (trigger mask) o Sampling over CTC output space is time consuming. S clzegn O;hgr c:;zn o;l/l:r c:]e/f;n o;l/l:r e The importance of length prediction for decoder input is
o Number of tokens for decoder input (NoT) o Sampling based on best path alignment is easier. BSA 2 39 06 37 58 70 453 shpwn by ar\alyzmg the rglatlonsh|ps between different
o Fix mapping rule when obtaining trigger mask o If the probability is lower than the threshold (0.7), B % b & M & B o alignments with the oracle alignment. o
o For example, first index of each token is end boundary consider sampling within top2 tokens. B o 4 3 e 5 o We decrgase the gap between AT and NAT, and maintain the
Al t BN K P o It is possible to sample alignments with the same number ESA 100 38 90 30 58 251 418 acceleration for NAT.
orment B s of tokens as oracle alignment AP 20 A 5 96 B Al References
Trigger mask:  [0,0,1,1,1,0,0,0, 0] © Use AT or LM for ranking different sampled alignments | ® W1 orace aignment, the lower bound of WER can be | o\ et is appeared as the same in the paper
| R Rt e based on decoder outputs. 2.3% for test-clean set. PP Paper.
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