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Recently, various CNN-based approaches haveSuppose there is a head at pixel x. in the image with N labelled| _ogremsee =
been proposed for the task of crowd analysis,fhead, then the result of convolvmg a delta o(X—X;) function
which usually have a large number of parametersjwith a Gaussian funcNtlon IS used to represent a person/head. N
and require huge computing resources. In order to B . T

reduce the computational time and save computing F(X) = ;5 (X=%)*G,, (x), with o; = fd
resources, we focus on low-complexity approaches
and propose a lightweight end-to-end network for
crowd analysis In this paper, which only contains
0.86M parameters (Lightwelght). According to our
experiments, our proposal obtains a better result

Although the parameters
of our method are 0.86 M
Yyl R that 1s more than MCNN,
_ Ground truth: 1111 Estimation: 1123.58_ the MAE of our method
L M R | IS reduced by 16.9 on
SHTA. The performance
of MSCNN 1Is about 9.5
better than ours, but the
parameters are 2.04 M
more. For SHTB, we use

The mean absolute error (MAE) and the mean squared error ,,“;

(MSE) are used to evaluate the performance on the test datasets|™ Ground truth: 1157 Estimation: 1136.34
C,; and C,®Trepresent the estimated and the ground truth crowd| ™ g . :
count respectlvely corresponding to the I,, Image.

than Other eXIStIng mEthOdS On Several teStIng MAE = iZN:|(.:I —CiGT| : MSE — iZN:|CI —CiGT |2 (c PartBTet 1 ce Ground truth 139 Estimation: 134.79 the IeaSt paramEterS,
sequences. ) N \'N £ RO L Siarar<oiaram cxcept MCNN, to acquire
Filter Concat Filter Concat \ " G e * | R a better reSUIt than Other

3. Lightweight Network
We use cascaded convolutions with smaller spatial

methods. And our method
| ((d) PartBTet 1a Ground truth: 79 Estimation: 84.83 aISO perfOrmS We” even

N\ = filters instead of convolutions with larger spatial filters | =~ [ sm | sm [ueccw [eas IN - eXremely — crowdea
s T T ense] ene| - and design a scale-aware module as shown in Figure 1 |— el Rl LR B R B scenarios (UCF_CC_30).
Conv_1x1 Conv_1x1 onv_3x | - - - ~ i : o ' oo
cmnt] B o] to extract multi-scale features from the input image, and | o | 1ons | 155 | 200 | 515 | 228 | 397 | 2om
: | .
\K// \\ conv_Ix Conv_1x1 flna“y, an autoencoder network 1S used to correct the | swichonw | sos | 1350 | 216 | 334 | 3181 | 4392 | 15.1m
_ density map for better results. The complete network | Msow | sss | 1274 ] 177 | 302 | 3637 | 4684 | 29M
Filter Concat _ Filter Concat structure iS ShOWﬂ in Fl ure 2 Ours 933 | 1490 | 153 | 252 | 3267 | 4306 | 0.86M
Fig.1 Scale-aware module Y | > :
Multi-scale !:eature Den.sity Map Density Map Correction 5 CO”CIUS'O”
e e axPopling MexPpoling ) o We propose a novel network structure with less complexity for
" ﬁjb‘ & x:jh o - aw e ;j@ " ' crowd analysis In this paper. Compared with other networks that
s e 8 8 5 8 have large number of parameters, we get competitive results on
ShanghaiTech Part A and UCF CC 50 datasets and get the best
o count 264 Scaloawars. & 64 3 3 16 1 estoount 273.07 S O . N 1 st count: 28543 | results on ShanghaiTech Part_B using less than 1M parameters
Sa e module .- (3x3) (3x3) (3x3)(3x3) (3x3) (1x1) (3x3) (3x3) Trar(ﬁjp;;edgﬂﬂv (SKS)TFEEPE)S(Ed;OW (1x1) (Only 086 M), the reSUItS ShOW that our methOd IS Very UserI IN
cale-awarlre X&) s= X4)(s=

module Fig. 2 Proposed lightweight network architecture. real life applications which lacks sufficient computing resources.




