SCALABLE MCMC IN DEGREE CORRECTED STOCHASTIC BLOCK MODEL

SOUMYASUNDAR PAL, MARK COATES
DEPARTMENT OF ELECTRICAL AND COMPUTER ENGINEERING, MCGILL UNIVERSITY

% Computer Networks
> Research Laboratory

INTRODUCTION MiXED MEMBERSHIP DCB (MMDCB) RESULTS
Community detection from graphs has many applications in analyz- Parameters : Convergence of perplexity for the HEP-PH dataset with K = 50
ing collaboration networks, protein Interaction, and social networks. ° Community membership distribution =, for each node « 9
Community : dense internal and sparse external connections e Degree correction parameter r, € R for each node a 3
Earlier approaches : hierarchical clustering, modularity optimization, e Community specific parameters ¢, > 0 for each community & -‘%6:&
spectral clustering, clique percolation etc. Prior distributions : [
- Heuristic objective functions Ta ~ Dir(a), 1 ~ N(0,0%) and g ~ N(0,0%)1¢,, 01 AL T erenaesseronsosonsnsssenen
- Greedy Optlmlzatlon teChnlqueS Generative model : 0 1 2 3 4
e Principled approach : statistical modelling of community structures for any two nodes a and b : _ fime (sec) — x10°
e Scalable Bayesian inference using Stochastic Gradient MCMC sample z,, ~ 7, and 2, ~ 7 The MMDCB achieves lower perplexity compared to the a-MMSB
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(SG-MCMC) schemes

We propose a version of a degree corrected stochastic block
model and present an MCMC based inference algorithm.

ifZab:Zba:k:

sample v, ~ Bewmulli(logit‘l(q;C +7rq + 1))
else :
sample y,, ~ Bernoulli(logit=t(rq + 1))
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In a stochastic block model, the probability of a link between any p(m,q,r[Y) o< p(m)p(q)p(r)p(Y|m, q, 1), HEP-TH . HEP-PH
two nodes depends on their community memberships. ‘ o a NS
N : no. nodes, K : no. communities B allp(vra)p(ra) gp(%) I 7 R
Stochastic Blockmodel |
o ¢, € {1727’[{} . membership H Z p(yabazabaZba‘ﬂ-aaﬂ-bac_h:Karaarb)
of node sa<bslV Zab:Zba 25 50 75 100 25 50 75 100
. 1 : b : h ntr f ] Number of ::ommunjties (K) Number of communities (K)
’ yhb Ed-{o’ (e -)t entry 0 Inferenc?e " L _ The MMDCB obtains higher AUC compared to the a-MMSB
the a jJacency matrix - e Analytically intractable = approximation is required NETSCIENGE CELATIVITY
e Sre € (0,1) : link probability be- e We design an MCMC scheme based on RLD to sample from the joint
tween two nodes in community posterior distribution.
kand / e Computational complexity per sample : O(N?K) for any gradient ~ '\, ",
o D(Yap = llca = k,cp =) = By A graph with two communities based MCMC algorithm, does not scale well to large graphs ey ) e ",
Overlapping communities [1] e Stochastic Gradient RLD (SGRLD) [3] provides a trade-off be- 2----«--- MI\:DCB 7 Y 2........ M.\(,).DCB 7 1
tween accuracy and complexity. 5 5 5 5 5 5

Number of communities (K) Number of communities (K)
HEP-TH HEP-PH

Tak . Probability that node a belongs to community £, fo:l Tak = 1
Mixed Membership Stochastic Blockmodel (MMSB)

EXPERIMENTAL SETUP

Evaluation on 4 academic collaboration networks

- ————— -9-—a-MMSB ~ | —-9--a-
o assortative MMSB (a-MMSB) [2] : By, = 4 for & ¢ NETSCIENCE RELATIVITY HEP-TH HEP-PH e MMDCE e MMDCE
¢ State_Of_the_art BayeSian inference Of p(/Baﬂ.‘Y) iS aChieVGd [2] NOdeS 1589 5242 9877 12008 25Number5c?fcommt:§ities(K;OO 25Number5<())fcomm:gities(K;O0
using Stochastic Gradient Riemannian Langevin Dynamics Edges V74D 14996 25908 118521
(SGRLD) algorithm. -_—
Degree Corrected Blockmodel (DCB) ﬂogle . researcher, edge f Cﬁlle?bcl)(ratlon - . CONCLUSION
eld-out test set : 10% of the links, same number of non-links e MMDCB models the networks better than a-MMSB.
* Vany networks show heavy No. communities (k) : 25,50,75 and 100 e SG-MCMC algorithms scale well to large networks
tailed degree distributions. . . . 9 g -
e Degree Keterogeneity within Comparison with the SGRLD algorithm on the a-MMSB [2]. e Future work : better graph models, advanced SG-MCMC schemes
: . Predictive performance is measured by average perplexity
community Is modelled by _ e _ REFERENCES
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