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Background
• The performance of speaker diarization suffers huge degradation in quite 

challenging realistic environments 

• Previous researches have mostly focused on multi-channel speech 
preprocessing, few on single-channel scenes

• Deep learning techniques become mainstream methods in speech 
enhancement 

What’s Important in This Study

• Propose a novel LSTM-based architecture for speech enhancement

• Investigate on the effects of different speech enhancement methods as a 
preprocessor to speaker diarization

• Explore the generalization capability of the preprocessor in highly 
mismatched conditions

Baseline Diarization System
Information bottleneck framework:
Suppose we have the speech segment                                    to be clustered,  
and the set of relevance variables are                                  , the desired 
cluetering outputs are                                 .
The optimization function is:

The Novel Architecture For Preprocessor
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denotes the mutual information between two sets of random variables. 

The corresponding objective function is:

Experiments
High mismatches between training and testing data:

Proposed architecture performs better than all other previous speech 
enhancement methods in terms of DER on AMI’s SDM data:

For MDM data (after beamforming algorithm) in AMI:

For data which involves child’s speech:where       and        are the nth D-dimensional vectors of estimated and target LPS 
feature for kth target layer.                                                is the layer function with 
the dense structure using the learned intermediate targets from        to            , and 
       represents the parameter set before kth target layer. Ek  and EIRM are MSE for 
multi-target learning in the final output layer.                    


