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Background Experiments

There are two types of error correction mechanisms for automatic Training Language Model
speech transcription, the first type is machine-only correction, the
second imports human factors.

In our method, the only thing the user needs to do is to direct where

A 3-gram model, 2 LSTM and 2 BLSTM language models were firstly
trained on the PTB dataset.
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the transcriber goes wrong. After that machine will automatically give Arase (ST S1Ee 1L all es

: : 3-gram - 23 172 168
correction there. Although this way would not cover every error case, ST 500 141 119 134
which means users havc? t? manu.ally correct errors if the system failed LSTM 1500, 1500 70 33 105
jco correct, our me.th.od is lightweight e.no.ugh to seamlessly get BLSTM 500 69 A5 59
integrated into existing speech transcription systems. BLSTM 1500. 1500 A7 54 51

Table 2: (Pseudo) perplexity of LSTM and BLSTM on PTB
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posteriors. Model Cases Accuracy
BLSTM 111803 21.77%
Foruar e Use the path with the 3-gram(simple) 71804 14.93%
largest score(differs from 3-gram(hybrid)* 111803 16.82%
the original one) human 500 18.8%
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Figure 2: BLSTM structure for prediction The language model score is calculated by
score(w) = Imscore(w) + APy (w) (3) Error Correction
In the structure we use, output y, is determined by where Pey (@) represents CN posterior.
P(yel{xa}axt) since BLSTM language model is not able to - Two types of correction strategies are compared in table 4.
_ thf L WPRE. . + b ) (D calculate sequence probability using the chain . .
- flf( yoea TRy R Ty rule. We assume the relative quantity of Second: use the second best alternatives in pruned CN.
t . :
e language model score is calculated by ﬁp( ol ) () BLSTM: uses our trained BLSTM model to rescore pruned confusion
w;[{w;y. .
Imscore(w) =zlogP(ytI{wj}j¢i) (2) L L networks.
i=1 somewhat reflect the quality of the sequence w.
 represents a word sequence {wy, Wz - Wy} We use inversed normalized version of (4) as Model LRI Corrected
pseudo perplexity to evaluate the model Second 656 35.82%
BLSTM 656 39.63%

Table 4: Comparison of BLSTM based correction and second best correction

Experiment Setup

Dataset Language Train Validation Test

PTB English 930K 740K 820K Conclusion

SMS30M Chinese 5.6M 165K 112K

Language Utterances 1-pass decoder 1-pass AM 1-pass LM O.ur correction meth.od focuses on gettlr)g the correcjuon. result on user

Chinese o Real-time WEST  DNN-HMM 3-gram (100M directed area. Experiments show that with the combination of pruned
based (5000 h) words) sausages and BLSTM language model, better corrections can be

Table 1: Text datasets/Error Correction dataset used in experiments retrieved.



