
Background

Directed Error Correction Paradigm

Experiment Setup

Dataset Language Train Validation Test

PTB English 930K 740K 820K

SMS30M Chinese 5.6M 165K 112K

Experiments

Dataset Hidden Size Train PP Valid PP Test PP

3-gram - 23 172 168

LSTM 200 141 112 134

LSTM 1500, 1500 70 83 105

BLSTM 200 69 45 52

BLSTM 1500, 1500 47 54 51

A 3-gram model, 2 LSTM and 2 BLSTM language models were firstly 
trained on the PTB dataset.

Table 2:
Deeper and larger 
model ✔

Figure 3:
BLSTM models ✔
LSTM behaves 
poorly on position 
1-6.

会在我不开心的时候陪我
会在我不开心的时候安慰我 ✘

我最喜欢的是容嬷嬷
我最不喜欢的是容嬷嬷 ✘

看似简单的事情
看似简单的事情 ✔

Model Cases Accuracy

BLSTM 111803 21.77%

3-gram(simple) 71804 14.93%

3-gram(hybrid)* 111803 16.82%

human 500 18.8%

Task: predicting a missing word. 

• We compared our model’s 
prediction power with humans’.

• Some human prediction 
examples are shown on the 
right.

Model Cases Corrected

Second 656 35.82%

BLSTM 656 39.63%

Two types of correction strategies are compared in table 4.
Second: use the second best alternatives in pruned CN.
BLSTM: uses our trained BLSTM model to rescore pruned confusion 
networks.

Conclusion

Language Utterances 1-pass decoder 1-pass AM 1-pass LM

Chinese 656 Real-time WFST 
based

DNN-HMM 
(5000 h)

3-gram (100M 
words)

*hybrid uses 3-gram xab to predict the first missing word, axb to predict the second 
and penultimate word, abx to predict the last word, abx*xcd to predict the rest words


